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Abstract

Stochastic Analysis provides methods to describe random numerical pro-
cesses. The descriptions depend strongly on the underlying information struc-
ture, which is represented in terms of filtrations. The first part of this thesis
deals with impacts of changes in the information structure on the appear-
ance of a stochastic process. More precisely, it analyses the consequences of
a filtration enlargement on the semimartingale decomposition of the process.
From the martingale part a drift has to be subtracted in order to obtain a
martingale in the enlarged filtration. Methods are given how one can com-
pute and analyze this correcting drift.

The second and third part discuss the role of information in financial
utility calculus: In the framework of the general semimartingale model of
financial markets the link between information and utility is analyzed.

The second part is of a qualitative nature: It deals with implications of
the assumption that the maximal expected utility of an investor is bounded.
It is shown that finite utility implies some structure properties of the price
process viewed from the intrinsic perspective: At first it follows that the price
is a semimartingale. Moreover, one can show for continuous processes that
the bounded variation part in the semimartingale decomposition is nicely
controlled by the martingale part and does not explode. Thus the second
part justifies these widespread assumptions.

The third part is of a quantitative nature: It analyzes the impact of in-
formation on utility. From an extrinsic point of view traders with different
knowledge are compared. In particular, it is shown how additional informa-
tion increases utility. If the preferences of the investor are described by the
logarithmic utility function, then one can calculate the utility increment by
means of the so-called information drift. Furthermore, the utility increment
coincides with the mutual information between the additional knowledge and
the original knowledge, ‘mutual information’ being defined in the sense of in-
formation theory. As a consequence the link between two different concepts
of ‘information’ is established.

Keywords:
enlargement of filtrations, semimartingale, utility maximisation, mutual
information



Zusammenfassung

Die stochastische Analysis gibt Methoden zur Erfassung und Beschreibung
von zufälligen numerischen Prozessen an die Hand. Die Beschreibungen hän-
gen dabei sehr stark von der Informationsstruktur ab, die den Prozessen in
Gestalt von Filtrationen zugrunde gelegt wird. Der 1. Teil der vorliegenden
Arbeit handelt davon, wie sich ein Wechsel der Informationsstruktur auf das
Erscheinungsbild eines stochastischen Prozesses auswirkt. Konkret geht es
darum, wie sich eine Filtrationsvergrößerung auf die Semimartingalzerlegung
eines Prozesses auswirkt. Der Martingalteil muss um einen Drift korrigiert
werden, um ein Martingal in der vergrößerten Filtration zu bleiben. Es werden
Methoden beschrieben, mit denen dieser Korrekturdrift erzeugt und analy-
siert werden kann.

In dem 2. und 3. Teil der Arbeit wird die Rolle von Information im fi-
nanzmathematischen Nutzenkalkül untersucht: Im Rahmen des allgemeinen
Semimartingalmodells für Finanzmärkte wird der Zusammenhang zwischen
Information und Nutzen näher analysiert.

Im 2. Teil werden unter der Annahme, dass der maximale erwartete Nut-
zen eines Händlers beschränkt ist, qualitative Erkenntnisse über den Preispro-
zess hergeleitet. Es wird gezeigt, dass endlicher Nutzen einige strukturelle
Implikationen für die intrinsische Sichtweise hat: Zunächst folgt, dass der
Preisprozess ein Semimartingal ist. Des Weiteren lässt sich für stetige Pro-
zesse zeigen, dass der Prozess mit beschränkter Variation in der Semimartin-
galzerlegung durch den Martingalteil kontrolliert wird und keine Explosionen
zulässt. Diese Eigenschaften werden in vielen finanzmathematischen Model-
len als gegeben angenommen. Somit liefert der 2. Teil eine Rechtfertigung für
diese weitverbreiteten Annahmen.

Im 3. Teil wird quantitativ untersucht, wie sich Information auf den Nut-
zen auswirkt. Aus extrinsischer Sicht werden Händler mit unterschiedlichem
Wissen verglichen. Vor allem wird analysiert, wie sich der Nutzen durch zu-
sätzliche Information vergrößert. Falls die Präferenzen durch die logarithmi-
sche Nutzenfunktion beschrieben werden, lässt sich der Nutzenzuwachs mit
dem sogenannten Informationsdrift berechnen. Darüber hinaus stimmt in die-
sem Fall der Nutzenzuwachs mit der gemeinsamen Information zwischen dem
zusätzlichen Wissen und dem ursprünglichen Wissen überein, wobei ‘gemein-
same Information’ im Sinne der Informationstheorie verstanden wird. Somit
ist die Verbindung zwischen zwei unterschiedlichen Konzepten von ‘Informa-
tion’ hergestellt.
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Chapter 1

Introduction

The way an observer perceives a phenomenon or a procedure depends on his
previous knowledge. The properties he attributes to an observed object are
based on what he knows about the object before. Two people with different
information at their disposal may give two completely different descriptions
of the same observed process. This is often the case with phenomena in eco-
nomics. Think of a slump of a stock price due to a bad business development.
A board member of the related stock corporation knows about the problems
in the firm and expects the price to fall. However, somebody who does not
have any information in advance is surprised by the sudden announcement of
the bad development and the consequential strong fall of the price. Hence his
a priori expectation and description of the price process is totally different.

Stochastic Analysis allows us to describe processes from different point
of views. It provides tools to analyze numerical processes which are random
or appear random. The processes are described from the perspective of an
observer following the development of the process, whereby the information
flow of the observer is represented by a filtration (Ft). In this thesis we
study the influence of information (filtrations) on the perception of stochastic
processes. In particular we analyze what happens under a change of the
filtration.

The analysis is restricted to the class of semimartingales: these are the
processes which can be written as a sum of a martingale and a process of
bounded variation. Now suppose that a filtration (Ft) is enlarged to (Gt).
Under which conditions does every (Ft)-semimartingale remain a semimartin-
gale relative to (Gt)? This implication, called Hypothèse (H’), has been stud-
ied intensively in the literature. If (H’) is satisfied, one wants to know how the
decompositions of the semimartingales change under an enlargement. The
books [33], [32], [16] are only a few examples of the works giving answers to
these questions.
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2

The beginning of Part I is similar to the setting of a paper of Jacod [31].
Jacod considers the case of an initial enlargement by a random variable G
and shows the following: If regular conditional laws Qt of G relative to the σ-
algebras Ft exist and if for every t ≥ 0 and almost all ω the measures Qt(ω, ·)
are all absolutely continuous with respect to one fixed distribution η, then
(H’) is satisfied. Jacod also provides formulas describing the semimartingale
decomposition under the enlarged filtration. In Part I we deduce similar re-
sults in a more general setting. We suppose that the given filtration (Ft) is
enlarged by another filtration (Ht), i.e. Gt =

⋂
s>tFs ∨ Hs. Moreover we

replace Jacod’s condition by a condition inspired from the notion of the de-
coupling measure. Under the decoupling measure the enlarging information
is independent of the original information. The clue is that the enlargement
of the filtration can be interpreted as a change from the decoupling measure
to the original measure. In particular, the Girsanov transform can be used
to obtain explicit Doob-Meyer decompositions relative to (Gt).

On the original probability space decoupling measures exist only under
very restrictive assumptions. Therefore it is useful to switch to a product
space where decoupling measures always exist: take the product measure.
This idea is used in [20] in order to solve a ‘paradox’ on the Wiener space
with a filtration enlarged by some random variable G. It is remarkable that a
switching onto the product space has also been used by Yoeurp [47] in order
to analyze progressive enlargements.

In the next step the natural questions arises whether the embedding of
the (Ft)-semimartingales into the space of the (Gt)-semimartingales satis-
fies some continuity properties. Indeed, we will provide sufficient continuity
criteria in terms of the entropy of the original measure relative to the decou-
pling measure. This entropy is known as ‘mutual information’ in information
theory. Essentially, finite mutual information between the old and the new
information implies continuity. This is a generalisation of a result by Yor [48]:
Yor proves continuity for filtrations enlarged by a discrete random variable
with finite absolute entropy.

In Chapter 5 we follow another way of computing Doob-Meyer decompo-
sitions under enlarged filtrations: We compute directly the information drift
for a continuous (Ft)-martingale M . The information drift is the density of
the bounded variation process, which has to be subtracted in order that M
becomes a martingale relative to the bigger filtration (Gt). Information drifts
can be obtained by diagonalizing density processes of kernels with respect
to conditional probabilities. For initial enlargements on the Wiener space
this has been shown for example by Imkeller in [26], [27], [28] and Imkeller,
Pontier and Weisz in [29]. These quoted works are the paradigmas of the
approach in Chapter 5. It is shown how information drifts can be obtained
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for non-initial enlargements. The results are then applied in order to calcu-
late information drifts of enlargements of the Wiener filtration. Most of the
drifts are well-known already and can be found for example in [49] and [6].
The derivations in Chapter 5 and 6 are different though.

In Part II we start studying the link between information and semimartin-
gales in the framework of the so-called semimartingale model of equity mar-
kets. We consider a rational trader on a financial market who aims at maxi-
mizing the utility of his wealth at time T > 0. If the knowledge of a trader
evolves in a way such that his expected maximal utility is finite, then from
his point of view (filtration) the price process is a semimartingale. Moreover,
it turns out that for continuous price processes the bounded variation part of
the semimartingale decompostion is nicely controlled by the quadratic vari-
ation process. Finally finite utility implies that explosions of the drift are
impossible. Thus, finite utility implies price structure properties which are
commonly made in financial market models.

Part II is strongly motivated by a paper of Biagini and Oksendal ([7]).
In the framework of the Black-Scholes model the authors suppose that one
trader, the so-called insider, has more information than ordinary traders.
The strategies of the insider need not be adapted to the Wiener filtration,
but only to an enlargement. The wealth processes are interpreted by using
anticipative calculus. For this the authors restrict the insider strategies to
those integrands for which the forward integral is defined in the sense of
Russo and Vallois [44]. They show that the boundedness of the logarithmic
utility implies the price process to be a semimartigale with respect to the
enlarged filtration.

In our approach we reduce the set of integrands to the set of buy-and-hold
strategies. As a consequence the wealth processes are simple integrals and
much easier to handle than the forward integrals used in [7]. Moreover, it
directly leads us to the theorem of Bichteler, Dellacherie and Mokobodzki.
This theorem is already used in mathematical finance in order to deduce the
semimartingale property from no-arbitrage conditions. Ansel and Stricker
[4] show that (NA) for simple integrands implies the price process to be a
semimartingale. Delbaen and Schachermayer [10] restate this result by using
the (NFLVR) condition. Inspired by their proofs, we show in Chapter 7
that finite expected utility implies the semimartingale property. Ansel and
Stricker [4] not only show that the price process is a semimartingale, but
they prove that it has a decomposition of the form M + α · 〈M,M〉, where
(α2 · 〈M,M〉)T <∞ almost surely. Delbaen and Schachermayer deduce these
properties in [12]. Their work motivated us to derive similar results from the
assumption of bounded expected utility.

In Part III the results on the relation between information and semi-
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martingales are used in order to quantify the dependence between the maxi-
mal expected utility of an investor and his available information. In particular
we compare the maximal expected utility of investors with different knowl-
edge. Most of the times we suppose that one trader, an insider, has more
information than other traders. The insider’s knowledge is represented by a
filtration (Gt) which is bigger than a filtration (Ft) representing the informa-
tion flow of ordinary traders. This idea of modeling insiders on financial mar-
kets by using enlarged filtrations traces back to Duffie and Huang [17]. The
model has been studied with increasing complexity by many authors, for ex-
ample by Karatzas and Pikovsky [40], Grorud and Pontier [22] Amendinger,
Imkeller and Schweizer in [2], Imkeller in [26], [27], [28] and Imkeller, Pon-
tier and Weisz in [29]. Baudoin [5] modifies this model by introducing the
concept of weak additional information consisting in the knowledge of the
law of some random element. Kohatsu-Higa and Sulem [34] allow for price
dynamics influenced by the insider. In most of these papers the model is
based on the Wiener space. Moreover the insider is supposed to get extra
information in the beginning of the trading interval, and hence his knowledge
is represented by an initially enlarged filtration. Insiders with non-intial ad-
ditional information have been studied only recently by Corcuera et al. in
[9].

In the approach of Part III investors with different information are com-
pared in the framework of the general semimartingale model of financial
markets. A lot of the settings described in the quoted papers are special
cases of the setting here. We allow for arbitrary enlargements of filtrations.
Sometimes we make the restriction that the price process is continuous. As
Part II shows, it is no restriction to further assume that the price process
is a semimartingale with a bounded variation part which is nicely controlled
by the quadratic variation: If these properties are not satisfied, then the
considered maximal expected utility is infinite.

We represent the additional logarithmic utility by means of the informa-
tion drift µ of the enlarged filtration (Gt) relative to the martingale part M in
the (Ft)-decomposition: it is given by 1

2
E (µ2 · 〈M,M〉)T . All the properties

of information drifts shown in Part I imply now similar results for the utility.
Moreover, the mutual information used already in Chapter 2 reveals to be
useful for calculating the additional logarithmic utility. Already the paper
[2] indicates that there is a link between the additional logarithmic utility
and information theory: The authors show that if the insider has access to
a filtration which is initially enlarged by a discrete random variable G, then
his additional logarithmic utility is given by the absolute entropy of G. By
using the notion of mutual information we prove this relation for all initial
enlargements. Moreover, we introduce the notion of information differences
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of filtrations in order to generalize this result to non-initial enlargements.
Thus, the link between two completely different concepts of information is
established.

The thesis is organized as follows.
In Chapter 2 we show that passing from (Ft) to an enlarged filtration (Gt)

can be interpreted as a measure change on a product space. The main work
consists of showing how objects can be translated from the original space into
the product space and vice versa. Once this is done, an application of the
Lenglart-Girsanov transform leads to explicit Doob-Meyer decompositions.

In Chapter 3 we provide sufficient criteria for the embedding of (Ft)-
semimartingales into the space of (Gt)-semimartingales to be continuous rel-
ative to Sp-norms.

In Chapter 4 we introduce metrics on the set of filtrations under which
a given stochastic process X is a special semimartingale. At first we define
the distance between two filtrations as Lp-norm of the variation difference of
the bounded variation parts in the related decompositions. In a second step
we define metrics with the help of information drifts. In both cases we show
that if X is continuous, then the metrics are complete.

In Chapter 5 we prove a representation theorem for information drifts for
general enlargements and apply it to some easy examples.

The representation theorem is further used in Chapter 6 in order to show
how information drifts can be computed via Malliavin calculus on the Wiener
space. We consider some concrete initial enlargements of the Wiener filtration
and calculate explicitly their information drifts.

Part II starts with a short description of the general semimartingale model
of financial markets. In Chapter 7 we want to justify the assumption of
this model that the price process is a semimartingale. For this we consider
traders with information (Ft) and suppose that the maximal expected utility
by using simple strategies is finite. We distinguish between traders who are
allowed to use all admissible simple strategies and traders who may only use
investment strategies such that their wealth is bounded from below by some
fixed constant. In both cases we will show that finite expected utility implies
the semimartingale property of the underlying price process. In the end of
Chapter 7 we even show that semimartingales can be characterized in terms
of finite expected utility.

Once the semimartingale property is established, the question arises,
whether the expected utility increases by taking the supremum over gen-
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eral strategies. In Chapter 8 we show that this is not the case if the utility
function satisfies dom(U) = R and if the price is continuous. We also discuss
the case dom(U) 6= R, where similar results hold true.

In Chapter 9 we continue to investigate the consequences of finite ex-
pected utility. The starting point of our analysis is a price process which
is a special semimartingale with decomposition S = M + A. We show that
A is absolutely continuous with respect to the quadratic variation 〈M,M〉.
Consequently there is a predictable process α such that S = M +α · 〈M,M〉.
Finally, bounded utility implies the integral (α2 · 〈M,M〉)T to be finite al-
most everywhere.

Part III compares the maximal expected utility of traders with different
information in the framework of the general semimartingale model. In order
to give some economic motivation we begin with a reflection on utility based
prices of additional information. We then proceed with a monotone conver-
gence result in Chapter 11: If (Gnt ) is an increasing sequence of filtrations,
then the utility suprema over all (Gnt )-predictable strategies converge to the
supremum taken over all (

∨
n Gnt )-predictable strategies.

In Chapter 12 we prove duality results for the maximal expected utility
under initially enlarged filtrations. We determine ‘stochastic conjugates’ as
f -divergence of the decoupling measure on the product space.

If there is a portfolio which is optimal not only with respect to the fixed
time horizon T > 0, but also with respect all times 0 < t < T , then the
underlying utility function is equal to the logarithm up to affine transforma-
tions. After describing this particular feature, we then concentrate on the
logarithmic utility function. In Chapter 13 we give an explicit representation
of the maximal expected logarithmic utility by means of the drift α appearing
in the semimartingale decomposition of the price S = M +α · 〈M,M〉. If the
wealth process must not be negative, then the maximal expected logarithmic
utility is equal to log(x) + α2 · 〈M,M〉, where x denotes the initial wealth.
If (NFLVR) is satisfied, then this result is true without the restriction that
wealth has to be positive.

In Chapter 14 we compare again an insider with information (Gt) with a
normal trader with information represented by a smaller filtration (Ft). In
contrast to Chapter 12 we do not assume the market to be free of arbitrage.
The difference of the expected logarithmic utility is equal to 1

2
E (µ2 · 〈M,M〉),

where µ is the information drift of (Gt) relative the martingale part in the
(Ft)-decomposition. Finally we discuss the link to information theory. We
introduce the notion of information difference between two filtrations. If the
market is complete with respect to the smaller filtration (Ft), then the ad-
ditional utility is given by the information difference between the enlarged
filtration (Gt) and the smaller filtration (Ft).



Part I

Enlargement of filtrations

7



Chapter 2

Enlarging filtrations equals
changing measures

2.1 Embedding into a product space

Let (Ω,F , P ) be a probability space with right-continuous filtrations (Ft)t≥0

and (Ht)t≥0. Moreover, let F∞ =
∨
t≥0Ft and H∞ =

∨
t≥0Ht.

Our objective is to study the enlarged filtration

Gt =
⋂
s>t

(Fs ∨Hs) , t ≥ 0.

We relate this enlargement to a measure change on the product space

Ω̄ = Ω× Ω

equipped with the σ-field
F̄ = F∞ ⊗H∞.

We endow Ω̄ with the filtration

F̄t =
⋂
s>t

(Fs ⊗Hs), t ≥ 0.

Ω will be embedded into Ω̄ by the map

ψ : (Ω,F) → (Ω̄, F̄), ω 7→ (ω, ω).

We denote by P̄ the image of the measure P under ψ, i.e.

P̄ = Pψ.

8
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Hence for all F̄ -measurable functions f : Ω̄ → R we have∫
f(ω, ω′)dP̄ (ω, ω′) =

∫
f(ω, ω)dP (ω). (2.1)

We use notations and concepts of stochastic analysis as explained in the book
by Protter [41]. Most of our results only hold for completed filtrations. Since
we consider different measures relative to which completions are taken, we use
the following notation. Let (Kt) be a filtration and R a probability measure.
We denote by (KR

t ) the filtration (Kt) completed by the R-negligible sets.
We start with a simple observation.

Lemma 2.1.1. If f̄ : Ω̄ → R is F̄ P̄
t -measurable, then the map f̄ ◦ ψ is

GPt -measurable.

Proof. First observe that

Gt =
⋂
s>t

σ (A ∩B : A ∈ Fs, B ∈ Hs)

=
⋂
s>t

σ
(
ψ−1(A×B) : A ∈ Fs, B ∈ Hs

)
= ψ−1

(⋂
s>t

(Fs ⊗Hs)

)
= ψ−1(F̄t).

Now let f̄ = 1A with A ∈ F̄ P̄
t . There is a set B ∈ F̄t such that P̄ (A4B) = 0.

From the first part we deduce that the map 1B ◦ ψ is Gt-measurable. Since
we have P -almost surely

1A ◦ ψ = 1B ◦ ψ,

the map 1A ◦ ψ is GPt -measurable. By standard arguments one can show the
statement for arbitrary F̄ P̄

t -measurable functions. �

Lemma 2.1.2. If X̄ is (F̄ P̄
t )-predictable, then X̄ ◦ ψ is (GPt )-predictable.

Proof. Let 0 < s ≤ t, A ∈ F̄ P̄
s and

θ̄ = 1A1]s,t]

Then, by Lemma 2.1.1, θ̄ ◦ ψ = (1A ◦ ψ)1]s,t] is (GPt )-predictable. The proof
may be completed by a monotone class argument. �
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Lemma 2.1.3. Let Ȳ be (F̄ P̄
t )-adapted. Then the process

Y = Ȳ ◦ ψ

is (GPt )-adapted. Moreover, if Ȳ is a (F̄ P̄
t , P̄ )-local martingale, then Y is a

(GPt , P )-local martingale.

Proof. The first statement follows immediately from Lemma 2.1.1. Now
suppose that Ȳ is a (F̄ P̄

t , P̄ )-martingale. Let 0 ≤ s < t and A ∈ Gs. Then
there is a set B ∈ F̄s such that ψ−1(B) = A and hence

EP [1A(Yt − Ys)] = EP̄ [1B(Ȳt − Ȳs)] = 0.

Thus Y is a (GPt )-martingale.
Finally, let Ȳ be a (F̄ P̄

t )-local martingale and T̄ a localizing stopping time.
The random time T = T̄ ◦ ψ is a (GPt )-stopping time, since

{T ≤ t} = ψ−1{T̄ ≤ t} ∈ ψ−1(F̄ P̄
t ) ⊂ GPt .

Now it is straightforward to show that Y is a (GPt )-local martingale. �

Theorem 2.1.4. Let Ȳ be a (F̄ P̄
t , P̄ )-semimartingale. Then the process Y =

Ȳ ◦ ψ is a (GPt , P )-semimartingale.

Proof. Let Ȳ be a (F̄ P̄
t )-semimartingale and Y = Ȳ ◦ψ. Obviously Y has

cadlag paths P -a.s. and Lemma 2.1.3 implies that Y is (GPt )-adapted. By the
theorem of Bichteler-Dellacherie-Mokobodzki it is sufficient to show that if
(θn) is a sequence of simple (Gt)-adapted integrands converging uniformly to
0, then the simple integrals (θn ·Y ) converge to 0 in probability relative to P .
Recall that any (Gt)-simple integrand is of the form

∑
1≤i≤n 1]ti,ti+1]θi, where

θi is Gti-measurable. Since Gt = ψ−1(F̄t), one can find simple (F̄t)-adapted
processes (θ̄n) converging uniformly to 0 such that θ̄n ◦ ψ = θn. The process
Ȳ being a semimartingale implies that the sequence (θ̄n · Ȳ ) converges to 0
in probability relative to P̄ , and hence (θn · Y ) converges to 0 in probability
relative to P . �

So far we have seen how objects can be translated from Ω̄ to Ω. Now we
look at the reverse transfer. For this we may use any product measure on Ω̄:
let R be a probability measure on H∞, and

Q̄ = P
∣∣
F∞

⊗R
∣∣
H∞

.

We will sometimes denote Q̄ as decoupling measure.
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Lemma 2.1.5. Let M be a right-continuous (FP
t , P )-local martingale. Then

the process M̄(ω, ω′) = M(ω) is a (F̄ Q̄
t , Q̄)-local martingale.

Proof. It is immediate that M̄ is (F̄ Q̄
t )-adapted. Assume at first that M is

a strict (FP
t , P )-local martingale. Then, for 0 ≤ s < t, and A ∈ Fs, B ∈ Hs

we have

EQ̄[1A(ω)1B(ω′)(M̄t − M̄s)] = R(B)EP [1A(Mt −Ms)] = 0.

By the monotone class theorem, for all bounded (Fs⊗Hs)-measurable func-
tions θ we have

EQ̄[θ(M̄t − M̄s)] = 0.

Since M̄ is right-continuous, this remains true for all bounded
⋂
u>s(Fu⊗Hu)-

measurable θ, and hence M̄ is a martingale with respect to (F̄ Q̄
t ).

Via T̄ (ω, ω′) = T (ω) stopping times can be trivially extended to the prod-
uct space. This finally shows that the local martingale property translates
to Ω̄ with respect to Q̄. �

In the sequel we will always assume that P̄ is absolutely continuous with
respect to Q̄, i.e.

Assumption 2.1.6.
P̄ � Q̄ on F̄ .

Note that this assumption is always satisfied if R ∼ P and (Gt) is obtained
by an initial enlargement by some discrete random variable G, i.e. Ht = σ(G)
for all t ≥ 0.

Now let M be a (FP
t , P )-local martingale and M̄ its extension to Ω̄ as

in Lemma 2.1.5. Since P̄ � Q̄, M̄ is a (F̄ P̄
t , P̄ )-semimartingale and hence,

by Theorem 2.1.4, M is a (GPt , P )-semimartingale. Thus, clearly hypothesis
(H’) is satisfied. But what is the Doob-Meyer decomposition of M relative
to (GPt , P )?

Essentially the change of filtrations corresponds to changing the measure
from Q̄ to P̄ on the product space Ω̄. Girsanov’s theorem applies on Ω̄, since
the measure P̄ is absolutely continuous with respect to Q̄. As a consequence
we obtain a Girsanov-type result for the corresponding change of filtrations.
For its explicit description we introduce the density process. Let (Z̄t) denote

a cadlag (F̄ Q̄
t )-adapted process with

Z̄t =
dP̄

dQ̄

∣∣∣∣
F̄Q̄

t

.



12

Note that we need to consider the completed filtration in order to assure the
existence of a cadlag density process. Theorem 2.1.4 implies that the process
Z defined by

Z = Z̄ ◦ ψ
is a (GPt , P )-semimartingale. Before giving the Girsanov-type results, we
show how the quadratic variation processes behave under the projection ψ.

Lemma 2.1.7. Let X̄ and Ȳ be (F̄ P̄
t , P̄ )-semimartingales. If X = X̄ ◦ψ and

Y = Ȳ ◦ ψ, then
[X̄, Ȳ ] ◦ ψ = [X, Y ]

up to indistinguishability relative to P .

Proof. Put X = X̄ ◦ ψ and Y = Ȳ ◦ ψ. Let t > 0 and tni = t i
2n for all

i = 0, 1, . . . , 2n. It is known that the sums

X̄0Ȳ0 +
∑

0≤i<2n

(X̄tni+1
− X̄tni

)(Ȳtni+1
− Ȳtni )

converge to [X̄, Ȳ ]t in probability relative to P̄ (see Theorem 20, Chapter
VIII in [14]). Hence [X̄, Ȳ ]t ◦ ψ is the limit (in probability) of the sums

X0Y0 +
∑

0≤i<2n

(Xtni+1
−Xtni

)(Ytni+1
− Ytni )

relative to P . Obviously the limit is also equal to [X,Y ]t, and hence we have

[X̄, Ȳ ]t ◦ ψ = [X, Y ]t.

Since both processes are cadlag, they coincide up to indistinguishability rel-
ative to P . �

Let M̄ be a (F Q̄, Q̄)-semimartingale and M = M̄ ◦ ψ. Since P̄ is ab-
solutely continuous with respect to Q̄, M̄ is also a (F̄ P̄

t , P̄ )-semimartingale.
Moreover, the bracket [M̄, Z̄] relative to Q̄ is P̄ -indistinguishable from the
bracket relative to P̄ . Similarly, Lemma 2.1.7 implies that the bracket [M,Z]
of the (GPt , P )-semimartingales M and Z coincides with [M̄, Z̄] ◦ ψ.

We are now in a position to state the first Girsanov-type result. We begin
with some definitions. Let

T̄ = inf{t > 0 : Z̄t = 0, Z̄t− > 0}

and Ūt = ∆M̄T̄1{t≥T̄}. We further denote by Ũ the compensator of Ū , i.e. the

(F̄ Q̄
t , Q̄)-predictable projection of Ū . Moreover, we will use the abbreviation

Û = Ũ ◦ ψ.
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Theorem 2.1.8. If M is a (FP
t , P )-local martingale with M0 = 0, then

M − 1

Z
· [M,Z] + Û (2.2)

is a (GPt , P )-local martingale.

Proof. Let M be an (FP
t , P )-local martingale with M0 = 0. We may

assume that M has cadlag paths. Lemma 2.1.5 implies that the process
defined by

M̄(ω, ω′) = M(ω)

is a (F̄ Q̄
t )-local martingale and the Lenglart-Girsanov Theorem yields that

M̄ − 1

Z̄
· [M̄, Z̄] + Ũt

is a (F̄ P̄
t , P̄ )-local martingale (see Théorème 3 in [36] or Chapter III in [41]).

Since the bracket process [M̄, Z̄] ◦ ψ is P -indistinguishable from [M,Z] (see
Lemma 2.1.7), we have

(
1

Z̄
· [M̄, Z̄]) ◦ ψ =

1

Z
· [M,Z]

up to indistinguishability. With Lemma 2.1.3 we conclude that

M − 1

Z
· [M,Z] + Ût

is a (GPt , P )-local martingale. �

In case M is continuous, the preceding decomposition in the larger filtra-
tion simplifies.

Theorem 2.1.9. If M is a continuous (FP
t , P )-local martingale with M0 = 0,

then

M − 1

Z
· [M,Z]

is a (GPt , P )-local martingale.

Proof. Let M be a continuous (FP
t , P )-local martingale with M0 = 0 and

put M̄(ω, ω′) = M(ω). The related process Ū vanishes, and hence Û vanishes
as well. The result follows now from Theorem 2.1.8. �
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The preceding may also be formulated in terms of the stochastic logarithm
of the density process Z̄. To this end set S̄ = inf{t > 0 : Z̄t = 0,∆Z̄t = 0}
and define

L̄ =

∫ ·

0+

1

Z̄−
dZ̄ on [0, S̄[. (2.3)

So far, the process L̄ is determined P̄ -, but not Q̄-almost everywhere. (In
order to define it everywhere we may put L̄ = 0 on [S̄,∞[.) Then L̄ is

an (F̄ P̄
t , P̄ )-semimartingale but not necessarily an (F̄ Q̄

t , Q̄)-semimartingale.

However, restricted to the time interval [0, S̄[ it is an (F̄ Q̄
t , Q̄)-local martin-

gale. As usual we write L = L̄ ◦ ψ. Alternatively, one can define L through
the stochastic integral

L =

∫ ·

0+

1

Z−
dZ.

Since the process L̄ is a (F̄ Q̄
t , Q̄)-local martingale on the interval [0, S̄[, it

can be decomposed into a unique local-martingale part L̄c and a sum of
compensated jumps L̄d. As before, we consider the processes Lc = L̄c ◦ ψ
and Ld = L̄d ◦ ψ.

Theorem 2.1.9 can now be reformulated as follows.

Theorem 2.1.10. If M is a continuous (FP
t , P )-local martingale with M0 =

0, then
M − [M,L]

is a (GPt , P )-local martingale.

Proof. Let M be a continuous (FP
t , P )-local martingale with M0 = 0.

Since M is continuous, the bracket process [M,Z] is continuous and Theorem
2.1.9 implies that

M − 1

Z
· [M,Z] = M − 1

Z−
· [M,Z]

is a (GPt , P )-local martingale. Moreover, the definition of L implies that
1
Z−
· [M,Z] = [M,L], P -a.s., so that M− [M,L] is a (GPt , P )-local martingale.

�

Finally, we will need the following formula, in which the subtracted drift is
represented in terms of the quadration variation of the given local martingale.

Theorem 2.1.11. If M is a continuous (FP
t , P )-local martingale with M0 =

0, then there is a (GPt )-predictable process α such that P -a.s.∫ ∞

0

α2
t d[M,M ]t ≤ [L,L]c∞ <∞,
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and
M − α · [M,M ]

is a (GPt )-local martingale.

Proof. Let M be a continuous (FP
t , P )-local martingale with M0 = 0. By

the Kunita-Watanabe Inequality one has for 0 ≤ s < t,

[M,L]t − [M,L]s ≤ [L,L]
1/2
t ([M,M ]t − [M,M ]s)

1/2.

Since [L,L]t is finite for all t ≥ 0, the measure d[M,L] is absolutely continuous
with respect to d[M,M ] and there exists a (GPt )-predictable process α with

α · [M,M ] = [M,L] = [M,Lc]

(see Lemme 1.36 in [30]). Moreover, the processes M and O = Lc − α ·M
are orthogonal w.r.t. [·, ·]. Consequently,

α2 · [M,M ] = [α ·M,α ·M ] ≤ [Lc, Lc] = [L,L]c.

Recall that

[L,L] =
( 1

Z̄2
−
· [Z̄, Z̄]

)
◦ ψ

and that Z̄ is a uniformly integrable nonnegative (F̄ Q̄
t , Q̄)-martingale. Since

P̄ -a.s. Z̄∞ > 0, one has also inft≥0 Z̄t > 0, P̄ -a.s. Moreover, [Z̄, Z̄]∞ < ∞,
Q̄-a.s. Therefore, [L̄, L̄] is P̄ -a.s. bounded and consequently [L,L]ct converges
as t→∞, P -a.s. to some real value which we denote by [L,L]c∞. �

2.2 Girsanov transform for oblique brackets

In the previous section we have seen that an enlargement of the filtration (Ft)
by (Ht) can be interpreted as a measure change from Q̄ to P̄ . We then applied
a theorem by Lenglart in order to derive Doob-Meyer decompositions of (FP

t )-
martingales with respect to (GPt ). The theorem we applied is formulated
with the help of usual brackets [·, ·]. There is also a version of Lenglart’s
theorem with oblique brackets 〈·, ·〉. By using this version, we obtain (GPt )-
decompositions of (FP

t )-martingales with (GPt )-predictable bounded variation
part.

We start by recalling some basic facts. Let X and Y be two semimartin-
gales such that [X, Y ] is locally integrable with respect to some probability
measure Q. The oblique bracket 〈X, Y 〉Q is defined to be the unique process
satisfying
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1) [X, Y ]− 〈X,Y 〉Q is a Q-local martingale, and

2) 〈X, Y 〉Q is predictable.

(See Definition 39, Chapter VII in [14].)
We turn to a similar result like in Lemma 2.1.7 with oblique brackets.

Lemma 2.2.1. Let X̄ and Ȳ be a (F̄ P̄
t )-semimartingales and put X = X̄ ◦ψ

and Y = Ȳ ◦ ψ. If [X̄, Ȳ ] is locally P̄ -integrable, then [X, Y ] is locally P -
integrable. In this case the oblique brackets exist and we have

〈X̄, Ȳ 〉P̄ ◦ ψ = 〈X, Y 〉P

up to indistinguishability relative to P .

Proof. Suppose (T̄n) is a localizing sequence of (F̄ P̄
t )-stopping times such

that [X̄, Ȳ ]T̄n is P̄ -integrable. Then the functions Tn = T̄n ◦ ψ are (GPt )-
stopping times satisfying limn→∞ Tn = ∞, P -almost surely and the brackets
[X,Y ]Tn are P -integrable.

The process A = 〈X̄, Ȳ 〉P̄ ◦ ψ is (GP
t )-predictable (see Lemma 2.1.2) and

up to indistinguishability we have

[X, Y ]− A = ([X̄, Ȳ ]− 〈X̄, Ȳ 〉) ◦ ψ,

proving that [X, Y ]− A is a (GPt )-local martingale. Hence A is equal to the
bracket 〈X, Y 〉P and the proof is complete. �

We still need the following notion, introduced by Lenglart in [36]. Recall
that we are always assuming P̄ to be absolutely continuous with respect to
Q̄.

Definition 2.2.2. Let X̄ and Ȳ be (F̄ Q̄
t )-semimartingales. The bracket

〈X̄, Ȳ 〉Q̄ is said to exist P̄ -almost surely if there exists an increasing se-
quence (T̄n) of stopping times such that [X̄, Ȳ ] is Q̄-integrable on [0, T̄n] and
such that T̄n converges to ∞, P̄ -a.s.
In this case, for all n ≥ 0 the predictable projection of [X̄, Ȳ ]T̄n with respect
to Q̄ exists and by putting these projections together, we obtain a process Ā
defined on

⋃
n≥0[0, T̄n]. More precisely, if Ān is the predictable projection of

[X̄, Ȳ ]T̄n we set
Ā = Ān on ]T̄n−1, T̄n].

If T̄n converges Q̄-a.s. to ∞, then Ā is equal to 〈X̄, Ȳ 〉Q̄. If T̄n converges
only P̄ -a.s to ∞, then Ā is only determined up to P̄ -null sets. In any case,
we will write 〈X̄, Ȳ 〉Q̄ for the process Ā.
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Now let M̄ be a (F̄ Q̄
t , Q̄)-local martingale and suppose the bracket 〈M̄, Z̄〉

of M̄ with our density process Z̄ exists P̄ -a.s. By a theorem of Lenglart
(Théorème 2 in [36]),

M̄ − 1

Z̄−
· 〈M̄, Z̄〉Q̄

is a (F̄ P̄
t , P̄ )-local martingale. This may be translated into the smaller world

Ω if 〈M̄, Z̄〉Q̄ ◦ ψ is P -a.s. equal to 〈M,Z〉P . This is not always the case,
but fortunately one can avoid this problem by writing the drift in terms of
〈M̄, M̄〉Q̄.

Lemma 2.2.3. Let M be a (FP
t , P )-local martingale and M̄(ω, ω′) = M(ω).

Then we have

1) [M̄, M̄ ] ◦ ψ = [M,M ] a.s. relative to P̄ and Q̄, and

2) if [M,M ] is locally P -integrable, then [M̄, M̄ ] is locally integrable rela-
tive to P̄ and Q̄. Moreover,

〈M̄, M̄〉Q̄ = 〈M̄, M̄〉P̄ .

Proof. Since M̄ does not depend on ω′ we may choose [M̄, M̄ ](ω, ω′) =
[M,M ](ω), and thus 1) is trivially satisfied.
If the bracket 〈M,M〉P exists, then

[M̄, M̄ ](ω, ω′)− 〈M,M〉P (ω)

is a local martingale with respect to P̄ and Q̄, and hence we have shown 2).
�

Theorem 2.2.4. Suppose that the bracket 〈Z̄, Z̄〉Q̄ exists P̄ -a.s. in the sense
of Lenglart. If M is a (FP

t , P )-local martingale with M0 = 0 for which
〈M,M〉P exists (i.e. [M,M] is locally P -integrable), then there is a (GPt )-
predictable process α such that

M − α · 〈M,M〉P

is a (GPt , P )-local martingale.

Proof. Put M̄(ω, ω′) = M(ω). By the preceding lemma [M̄, M̄ ] is locally
integrable relative to P̄ and Q̄. Now let (T̄n) be a sequence of stopping times
such that [Z̄, Z̄]T̄n and [M̄, M̄ ]T̄n are Q̄-integrable and T̄n 1 ∞, P̄ -a.s. By
standard arguments (see e.g. page 264 in [14]) it follows that [M̄, Z̄]T̄n is
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Q̄-integrable and thus 〈M̄, Z̄〉Q̄ exists P̄ -a.s. in the sense of Lenglart. Now

Kunita-Watanabe implies that Q̄-a.e. 〈M̄, Z̄〉Q̄·∧T̄n
is absolutely continuous

with respect to 〈M̄, M̄〉Q̄·∧T̄n
. Consequently there are (F̄ Q̄

t )-predictable pro-

cesses β̄n such that on [0, T̄n]

β̄n · 〈M̄, M̄〉Q̄ = 〈M̄, Z̄〉Q̄

Q̄-a.s, and in particular P̄ -a.s. By putting the β̄n together we obtain a process
β̄ defined on

⋃
n[0, T̄n]. Since T̄n converges to infinity P̄ -a.s., β̄ is defined P̄ -

almost everywhere and hence may be chosen to be (F̄ P̄
t )-predictable. Observe

that for all t ≥ 0 we have∫ t

0

β̄s d〈M̄, M̄〉Q̄s = 〈M̄, Z̄〉Q̄t

P̄ -almost surely. By Lenglart-Girsanov (see Théorème 2 in [36]) and Lemma
2.2.3

M̄ −
∫ ·

0

1

Z̄s−
d〈M̄, Z̄〉Q̄s = M̄ −

∫ ·

0

β̄s
Z̄s−

d〈M̄, M̄〉Q̄s

= M̄ −
∫ ·

0

β̄s
Z̄s−

d〈M̄, M̄〉P̄s

is a (F̄ P̄
t , P̄ )-local martingale. The process β = β̄ ◦ ψ is (GPt )-predictable by

Lemma 2.1.2. Now Lemma 2.1.3 implies that

M −
∫ ·

0

βs
Zs−

d〈M,M〉Ps

is a (GPt , P )-local martingale, and hence the result with α = β
Z−

. �

2.3 Comparison with Jacod’s condition

In Jacod’s paper (see [31]) the filtration (Ft) is supposed to be enlarged
by some random variable G taking values in a Lusin space (E, E). As a
consequence, for t ∈ [0, T ] regular conditional distributions Qt of G relative
to Ft exist. The following condition is assumed to be satisfied:

(A’) There exists a σ-finite measure η such that Qt(ω, ·) is absolutely
continuous with respect to η for all t > 0 and ω ∈ Ω.

We will show that condition (A’) implies our Assumption 2.1.6. More
precisely, with Ht = σ(G), we have the following.
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Lemma 2.3.1. Suppose η is a probability measure and (A’) is satisfied. If
R is a measure such that RG−1 = η, then P̄ is absolutely continuous with
respect to Q̄ = P ⊗R on F̄s for all s ≥ 0.

Proof. Let t ≥ 0, A ∈ Ft and B ∈ E . We put

P̃ (A×G−1[B]) =

∫
A

Qt(ω,B) dP (ω),

and extend P̃ to a probability measure on Ft ⊗ σ(G). Note that for A ∈ Ft
and B ∈ E

P̃ (A×G−1[B]) = P (A ∩G−1[B]) = P̄ (A×G−1[B]),

and hence P̃ = P̄ on Ft ⊗ σ(G). Now let s < t and C ∈ F̄s with Q̄(C) = 0.
We claim that P̃ (C) = P̄ (C) = 0.
Choose a set D ∈ Ft ⊗ E such that C is the inverse image of D under the
map (ω, ω′) 7→ (ω,G(ω′)). Then

∫
1D(ω, x) dη(x) = 0 for P -a.a. ω. With

assumption (A’) we conclude that
∫

1D(ω, x)Qt(ω, dx) = 0 for P -a.a. ω, and
hence

P̃ (C) =

∫ ∫
1D(ω, x)Qt(ω, dx) dP (ω) = 0.

Thus we have shown the result. �

Jacod does not use Girsanov’s theorem in his paper [31]. However, he
points out that his results could also be deduced by applying it to the con-
ditional measures P x = P (·|G = x), x ∈ E. Condition (A’) implies that the
conditional measures P x are absolutely continuous with respect to P . Hence,
by Girsanov, for a given (Ft, P )-local martingale there is a drift Ax such that
M − Ax is a (Ft, P x)-local martingale. By combining the processes Ax we
obtain that

M − AG

is a (Gt, P )-local martingale. The main work consists in proving that the
processes Ax can be combined in a meaningful way. As far as we know,
Jacod’s sketch has never been worked out rigorously.

In our approach we embed every local martingale into the product space
Ω̄. We apply Girsanov’s theorem on the product space and then translate our
results back into the original space. One of the advantages of our approach is
that we do not have to assume regular conditional distributions to exist. And
we do not need to show how processes can be combined. Instead we have
to show how one can transfer objects from Ω to Ω̄ and vice versa. Moreover
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we are not restricted to initial enlargements, but only to enlargements of the
form

Gt =
⋂
s>t

(Fs ∨Hs), t ≥ 0.

Starting with Jacod’s results one can obtain decompositions for filtrations
of this kind by using predictable projections. For this suppose A to be a
bounded variation process such that M−A is a local martingale with respect
to the initially enlarged filtration (Ft∨H∞). If B is the predictable projection
of A onto (Gt), then M −B is a (Gt)-local martingale.

2.4 Decoupling on the original space

Switching to a product space is not always necessary in order to decouple
the new information, represented by the enlarging filtration (Ht), from the
old information given by (Ft). If P̄ ∼ Q̄, then a decoupling measure exists
on the original space:

Theorem 2.4.1. If P̄ ∼ Q̄ on F̄ , then there exists a unique probability
measure Q on (Ω,G∞) such that

1. Q ∼ P ,

2. Q|F∞ = P |F∞,

3. Q|H∞ = R|H∞,

4. F∞ and H∞ are independent relative to Q.

Remark 2.4.2. Let M be an (FP
t , P )-local martingale and Q the measure

with properties (1)-(4). Then M is also a (GPt , Q)-local martingale. Therefore
Q is sometimes called martingale preserving probability measure (see [1]).
It is an equivalent local martingale measure (ELMM) of M relative to the
enlarged filtration (GPt ).

Proof. Let Ū = dQ̄
dP̄

∣∣
F̄ and U = Ū ◦ ψ. Observe that U is G∞-measurable

and
∫
U dP =

∫
Ū dP̄ = 1. We claim that the probability measure

dQ = U dP

satisfies the required properties. Note that Ū > 0, P̄ -almost surely, and
therefore U > 0, P -almost surely, which implies Q ∼ P . In order to show
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the other properties, let A ∈ F∞ and B ∈ H∞. Then

Q(A ∩B) =

∫
U1A1B dP

=

∫
Ū1A×Ω(ω, ω′)1Ω×B(ω, ω′) dP̄ (ω, ω′)

=

∫
1A×B dQ̄(ω, ω′)

= P (A)R(B),

By choosing B = Ω, we obtain property (2), and by choosing A = Ω, property
(3). Moreover, for all A ∈ F∞ and B ∈ H∞,

Q(A ∩B) = Q(A)Q(B), (2.4)

which shows that F∞ and H∞ are independent under Q. The (π-λ) Theorem
implies that any measure satisfying equation (2.4) is unique, and thus the
proof is complete. �

Note that for a lot of easy examples a decoupling measure Q does not exist
on the original space. Let for example Ht = σ(A), t ≥ 0, where A ∈ F∞ and
R(A) = P (A) ∈ (0, 1). Then the independence property would require

Q(A ∩ Ac) = Q(A)Q(Ac) = P (A)P (Ac) 6= 0,

which is of course impossible. Therefore, semimartingale decompostions via
Girsanov’s theorem can in general only be obtained by considering the cor-
responding product space.



Chapter 3

Continuous embeddings

Suppose M is a continuous (FP
t , P )-local martingale with M0 = 0. Under the

assumptions of the previous chapter we know that there is a (GPt )-predictable
process α such that M − α · [M,M ] is (GPt , P )-local martingale. Moreover,
the information drift α satisfies

(α2 · [M,M ])∞ ≤ [L,L]c∞. (3.1)

In this chapter we provide bounds for

E
[
(α2 · [M,M ])p∞

]
for various moments p ≥ 1 based on inequality (3.1). This will allow us
to derive sufficient and necessary conditions for the embedding of (FP

t , P )-
semimartingales into the set of (GPt , P )-semimartingales to be continuous
with respect to vector space topologies defined on the set of semimartingales.

Throughout this chapter we make similar assumptions as in the previous
chapter. However, we define the measure Q̄ as the product of the measure P
with itself, i.e.

Q̄ = P |F∞ ⊗ P |H∞ .

Besides, we assume again that P̄ � Q̄, and maintain the notation. In partic-

ular, we denote by Z̄t = dP̄
dQ̄

∣∣∣
F̄Q̄

t

the density process, and by L̄ the stochastic

logarithm of Z̄ (see Equation (2.3)). We use again the decomposition of L̄
into a continuous part L̄c and a part L̄d consisting of compensated jumps. As
before we denote by Z, L and Lc the corresponding (Gt)-adapted processes
obtained by a right side application of ψ.

22
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3.1 Estimating the moment p = 1

Recall that the relative entropy of two probability measures P and Q on some
σ-algebra M is defined by

HM(P‖Q) =

 EP

(
log dP

dQ

∣∣∣∣
M

)
, if P � Q on M

∞, if not P � Q on M.

In our situation, the relative entropy HF̄∞(P̄‖Q̄) provides an upper bound
for the first moment of [L,L]c:

Lemma 3.1.1.

1

2
EP [L,L]c∞ ≤ HF̄∞(P̄‖Q̄).

If (Z̄t)t≥0 is continuous and Z̄0 = 1, then one even has

1

2
EP [L,L]∞ = HF̄∞(P̄‖Q̄).

Remark 3.1.2. If the σ-field F0 is trivial, then the measures P̄ and Q̄ coin-

cide on F0⊗H0. As will be shown in Lemma 3.4.1 we have F̄ Q̄
0 = (F0⊗H0)

Q̄,
and hence in this case Z̄0 = 1.

Proof. To prove the first statement, we decompose L̄ into its continuous
and discontinuous part L̄ = L̄c+ L̄d and let Z̄c

t = E(L̄c)t and Z̄d
t = Z̄0 E(L̄d)t.

Then Z̄t = Z̄c
t Z̄

d
t on [0, S̄[. The following results are only valid when stopping

all processes at a stopping time T̄ = inf{t > 0 : Z̄t < ε} for some ε > 0. To
simplify notation, we omit the stopping times in the following computations.
One has

log Z̄t = log(E(L̄c))t + log(Z̄d
t )

= (L̄ct − [L̄, L̄]ct) +
1

2
[L̄, L̄]ct + log Z̄d

t ,

where the term in the first brackets is a (F̄ P̄
t , P̄ )-local martingale due to

Girsanov’s theorem. Consider the function ξ(x) = x log x (x ∈ [0,∞)) and
denote Āt = Z̄t log Z̄d

t = Z̄c
t ξ(Z̄

d
t ). Then Itô’s formula yields

Āt = ξ(Z̄0) +

∫ t

0+

ξ(Z̄d
s−) dZ̄c

s +

∫ t

0+

Z̄c
s−ξ

′(Z̄d
s−) dZ̄d

s

+
∑

0<s≤t

Z̄c
s−
(
ξ(Z̄d

s )− ξ(Z̄d
s−)− ξ′(Z̄d

s−) ∆Z̄d
s

)
,
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where all summands in the previous line are non-negative due to the convexity
of ξ.

Let now (T̄ n) denote a P̄ -localizing sequence of bounded stopping times
such that the integrals in the stopped processes (ĀT̄

n

t ) are Q̄-submartingales
and the stopped processes (L̄c − [L̄, L̄]c)T̄

n
are P̄ -martingales. Then

EQ̄[ĀT̄n ] ≥ EQ̄[ξ(Z̄0)] ≥ 0,

which leads to

EQ̄[ξ(Z̄T̄n)] ≥ EQ̄[Z̄T̄n log Z̄c
T̄n ] = EP̄ [log Z̄c

T̄n ]

=
1

2
EP̄ [L̄, L̄]cT̄n .

(3.2)

Note that by Jensen’s inequality for all stopping times T

EQ̄[ξ(Z̄∞)|F̄T ] ≥ ξ
(
EQ̄[Z̄∞|F̄T ]

)
= ξ

(
Z̄T
)
,

from which we deduce that EQ̄[ξ(Z̄T̄n)] ≤ EQ̄[ξ(Z̄∞)] = HF̄∞(P̄‖Q̄). With
(3.2) we arrive at

1

2
EP̄ [L̄, L̄]cT̄n ≤ HF̄∞(P̄‖Q̄)

and monotone convergence implies that 1
2
EP̄ [L̄, L̄]c∞ ≤ HF̄∞(P̄‖Q̄).

It remains to show that in case (Z̄t) is continuous with Z̄0 = 1 and
EP̄ [L̄, L̄]∞ < ∞, we have 1

2
EP̄ [L̄, L̄]∞ ≥ HF̄∞(P̄‖Q̄). Indeed, then (L̄t −

[L̄, L̄]t) is an L2-bounded (F̄ P̄
t , P̄ )-martingale and one has

1

2
EP̄ [L̄, L̄]t = EP̄

[
L̄t − [L̄, L̄]t +

1

2
[L̄, L̄]t

]
= EP̄ log Z̄t = EQ̄[Z̄t log Z̄t].

The left hand side converges to 1
2
EP̄ [L̄, L̄]∞ as t → ∞. On the other hand,

ξ(Z̄t) converges to ξ(Z̄∞) so that by Fatou’s lemma

lim inf
t→∞

EQ̄[Z̄t log Z̄t] ≥ EQ̄ξ(Z̄∞) = HF̄∞(P̄‖Q̄).

This completes the proof. �
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3.2 Estimating moments p > 1

Now we consider moments of order p > 1. In this case the p-th moment of
[L,L]∞ can be compared to some generalized relative entropy. See [26] for
elementary versions of the inequalities to be derived.

Our analysis requires some additional assumption. We suppose that (Gt)
is an initial enlargement of (Ft), i.e.

Gt =
⋂
s>t

(Fs ∨ A) , t ≥ 0,

where A is some fixed sub-σ-algebra of F . Moreover, we assume that F0 is
trivial. Additionally, we need to make the following assumption.

Condition 3.2.1 (C). Every (FP
t , P )-martingale has a continuous modifi-

cation.

We shall see that under this condition L̄ is a continuous (F̄ Q̄
t , Q̄)-local

martingale.
We begin with the definition of the generalized relative entropy.

Definition 3.2.2. For p > 1, and probability measures P � Q on a σ-algebra
M, let

Hp
M(P‖Q) = EP

(
log+

dP

dQ

∣∣∣
M

)p
.

We provide now an upper bound of E[L,L]p∞ with the help of the gener-
alized entropy of P̄ with respect to Q̄ on the set F̄∞. To simplify notations,
we omit the σ-algebra F̄∞, and write only Hp(P̄‖Q̄) and H(P̄‖Q̄). The aim
of this section is to prove

Theorem 3.2.3. For any p ≥ 1 there exists a universal constant C = C(p) <
∞ such that under the above assumptions one has

E[L,L]p∞ ≤ C
[
H(P̄‖Q̄) +Hp(P̄‖Q̄)

]
.

For the proof we need some auxiliary results. We start by showing that
there exists a continuous modification for Z̄.

Lemma 3.2.4. Let M̄ be a uniformly integrable (F̄ Q̄
t , Q̄)-local martingale. If

condition (C) is satisfied, then for P -a.a. ω′ the process M̄ω′ = M̄(·, ω′) is a
(FP

t )-local martingale.
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Proof. Choose a modification such that every path of M̄ is cadlag. Now
let M̂ be an A⊗O(F)-measurable process such that for all ω′ and s ≥ 0

M̂ω′

s = EP [M̄ω′

∞ |Fs].

For the existence of such a process we refer to [46], Proposition 3. Put

Ct = {M̂t > M̄t}. Clearly Ct ∈ F̄ Q̄
t and Ct(·, ω′) ∈ FP

t for all P -a.a. ω′

(recall that (Ft) is right-continuous). Moreover for t ≥ 0∫ ∫
1Ct(ω, ω

′)(M̂ω′

t − M̄ω′

t ) dP (ω) dP (ω′)

= EQ̄[1Ct(M̂t − M̄t)]

= EQ̄[1Ct(M̂t − M̄∞)]

=

∫ ∫
1Ct(ω, ω

′)(M̂ω′

t − M̄ω′

∞ ) dP (ω) dP (ω′)

=

∫
0 dP (ω′) = 0,

A similar result holds true on the set {M̂t < M̄t}, and as a consequence we
have for P -a.a. ω′

M̂t(·, ω′) = M̄t(·, ω′), P -a.s.

Hence for P -a.a. ω′ the process (M̄ω′
q )q∈Q+ is a (FP

t )-martingale. Since M̄t

is cadlag and uniformly integrable we obtain that also

(M̄ω′

t )t≥0

is a (FP
t )-martingale for P -a.a. ω′. �

Lemma 3.2.5. If (C) is satisfied, then every uniformly integrable (F̄ Q̄
t , Q̄)-

local martingale has a continuous modification.

Proof. Let M̄ be a (F̄ Q̄
t , Q̄)-local martingale. We may suppose that M̄ is

cadlag everywhere, and hence, the set

N = {(ω, ω′) : t 7→ M̄t(ω, ω
′) is not continuous}

is measurable. Fix ω′ and suppose that M̄ω′ is a (FP
t )-martingale. Then

condition (C) implies that for P -a.a. ω the paths t 7→ M̄ω′
t (ω) are continuous,

i.e. P (Nω′) = 0. Now Fubini’s Theorem yields with Lemma 3.2.4

EQ̄(N) =

∫ ∫
1Nω′ (ω) dP (ω) dP (ω′)

=

∫
0 dP (ω′) = 0,
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and hence the result. �

For the rest of the section we will suppose that Z̄ is a continuous mod-

ification of our density process dP̄
dQ̄

∣∣∣∣
F̄Q̄

t

. Similarly, L̄ will be assumed to be

continuous.

Proof of Theorem 3.2.3. We assume that H(P̄‖Q̄) and Hp(P̄‖Q̄) are
finite. Then Xt = L̄t − [L̄, L̄]t is a continuous L2-bounded P̄ -martingale by
Lemma 3.1.1 and we write log Z̄t = Xt + 1

2
At where At = [L̄, L̄]t = [X,X]t.

Next, observe that

Hp(P̄‖Q̄)1/p = EP̄
[
(X∞ +

1

2
A∞)p+

]1/p
≥ EP̄

[(1

2
A∞ − (|X∞| ∧

1

2
A∞)

)p]1/p
≥ 1

2
EP̄
[
Ap∞
]1/p − EP̄

[
|X∞|p

]1/p
≥ 1

2
EP̄ [Ap∞]1/p − C EP̄

[
Ap/2∞

]1/p
,

(3.3)

where the last inequality holds for some constant C > 0 due to the Burkholder-
Davis-Gundy inequality. Now choose ξ > 0 such that for all x ≥ 0

Cpxp/2 ≤ ξpx+
1

4p
xp.

This leads to

CpEP̄Ap/2∞ ≤ ξpEP̄A∞ +
1

4p
EP̄Ap∞

and hence to

C EP̄
[
Ap/2∞

]1/p ≤ ξEP̄
[
A∞
]1/p

+
1

4
EP̄
[
Ap∞
]1/p

.

With (3.3) we conclude that

Hp(P̄‖Q̄)1/p ≥ 1

4
EP̄
[
Ap∞
]1/p − ξEP̄

[
A∞
]1/p

=
1

4
EP̄
[
Ap∞
]1/p − ξH(P̄‖Q̄)1/p.

Consequently,

EP̄
[
Ap∞
]1/p ≤ 4ξH(P̄‖Q̄)1/p + 4Hp(P̄‖Q̄)1/p

≤ 8(ξpH(P̄‖Q̄) +Hp(P̄‖Q̄))1/p,

where the last step follows from the elementary inequality a+b ≤ 2(ap+bp)1/p,
a, b ≥ 0. �
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Remark 3.2.6. The above proof is based on the fact that there exists a
constant Cp such that for any continuous L2-bounded P̄ -martingale (Xt) with
X0 = 0 and quadratic variation process (At) one has

EP̄Ap∞ ≤ CpE
P̄
[
X∞ +

1

2
A∞ +

(
X∞ +

1

2
A∞
)p
+

]
.

Improving the estimate to

EP̄Ap∞ ≤ CpE
P̄
(
X∞ +

1

2
A∞)p+ (3.4)

would lead to the better estimate EP [L,L]p ≤ CpH
p(P̄‖Q̄). However, an

estimate stating (3.4) is not valid, as the following example shows.

Example 3.2.7. Let W be a Wiener process and for fixed ε > 0, let T denote
the first hitting time of the slope t 7→ ε − t/2. We consider Xt = W T

t and
At = [X,X]t. Then by the Lévy-Bachelier formula the law of T = A∞ has
density

1(0,∞)(t)
ε

t3/2
φ
(ε− t/2√

t

)
,

where φ is the density of the standard normal law. Hence,

E[Ap∞] = ε

∫ ∞

0

tp−3/2 φ
(ε− t/2√

t

)
dt.

In particular, for ε ↓ 0, one has E[Ap∞] ≈ ε. On the other hand,

E
[(
X∞ +

1

2
A∞
)p
+

]
= E[(WT + T/2)p] = εp

such that one can always find a sufficiently small ε > 0 for which the inequal-
ity (3.4) is not valid.

We next show a result which in a sense contains the inverse statement to
Theorem 3.2.3.

Lemma 3.2.8. For p ≥ 1 there exists a universal constant C = C(p) < ∞
such that

Hp(P̄‖Q̄) ≤ C
[
EP̄ [L̄, L̄]p∞ + 1

]
.

In particular finiteness of EP̄
(
[L̄, L̄]p∞

)
implies finiteness of the entropy Hp(P̄‖Q̄).
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Proof. We have, by Burkholder-Davis-Gundy, with a universal constant
C1

Hp(P̄‖Q̄)1/p ≤ E

(
|L̄∞ − 1

2
[L̄, L̄]∞|p

)1/p

≤ E
(
|L̄∞|p

)1/p
+ E

(
1

2
[L̄, L̄]p∞

)1/p

≤ C1E
(
[L̄, L̄]p/2∞

)1/p
+ E

(
1

2
[L̄, L̄]p∞

)1/p

≤ C1

(
1 + E[L̄, L̄]p∞

)1/p
+ E

(
1

2
[L̄, L̄]p∞

)1/p

≤ C2

(
1 + E

(
[L̄, L̄]p∞

))1/p
,

and thus the result. �

Suppose now that the enlargement A is induced by some discrete random
variable G, i.e. A = σ(G). In that case one can estimate the moments of
[L,L]∞ against some generalized absolute entropy of G.

Definition 3.2.9. Let (qg) denote the probability weights of G. We denote
by

Hp(G) =
∑
g

qg(log 1/qg)
p.

the generalized absolute entropy of order p.

Lemma 3.2.10. One has

Hp(P̄‖Q̄) ≤ Hp(G),

and if G is F∞-measurable, then

Hp(P̄‖Q̄) = Hp(G).

Proof. For the proof we need a monotonicity property of f -divergences.
Due to Corollary 1.29 in [37] one has

Hp(P̄‖Q̄) = Hp(PidF∞ ,idA‖PidF∞
⊗ PidA)

≤ Hp(PidF∞ ,G,idA‖PidF∞ ,G ⊗ PidA).

Moreover, if G is F∞-measurable, then one even has equality in the previous
line. We denote by (qg) the probability weights of G. One easily verifies that

dPidF∞ ,G,idA

dPidF∞ ,G ⊗ PidA

(ω, g, ω′) = 1{g=G(ω′)}
1

qg
.
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Set f(g, g′) = 1{g=g′}
1
qg

. Then

Hp(PidF∞ ,G,idA‖PidF∞ ,G ⊗ PidA)

=

∫
f(g,G(ω′)) (log+ f(g,G(ω′)))p d(PidF∞ ,G ⊗ PidA)(ω, g, ω′)

=

∫
{(g,ω′):g=G(ω′)}

1

qg

(
log+

1

qg

)p
d(PG ⊗ PidA)(g, ω′),

since f(g,G(ω′)) = 0 if g 6= G(ω′) and the integrand does not depend on ω.
Altogether, we arrive at

Hp(P̄‖Q̄) ≤
∑
g

qg

(
log

1

qg

)p
= Hp(G)

and equality holds if G is F∞-measurable. �

Example 3.2.11. Let Mt = Wt denote a Wiener process and consider the
completed filtration (Ft) = (FW

t ) generated by the Wiener process. We now
consider an initial enlargement of the filtration (Ft) by some arbitrary σ-
field A, i.e. Gt =

⋂
s>t (Fs ∨ A). Supposing that P̄ � Q̄, the Doob-Meyer

decomposition for W with respect to (Gt) is of the form

Wt = W̃t +

∫ t

0

αs ds,

where W̃ is a (Gt)-Wiener process and α is a (Gt)-adapted process. In fact,
W̃ is continuous with quadratic variation process [W̃ , W̃ ]t = t. Moreover,
since F0 is trivial and all (Ft)-martingales have continuous modifications,
the results of this section lead to the estimate

E
(∫ t

0

α2
s ds
)p
≤ Cp

[
H(P̄‖Q̄) +Hp(P̄‖Q̄)].

If in addition A = σ(G) is generated by some discrete random variable G,
then

E
(∫ t

0

α2
s ds
)p
≤ Cp

[
H(G) +Hp(G)].

3.3 Continuity of initial enlargements

In this section we analyze to which extent the embedding of (FP
t )-semimartingales

into some space of (GPt )-semimartingales is continuous. For simplicity we re-
strict to initial enlargements. It turns out that the embedding is continuous
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if and only if some generalized entropy of the measures P̄ and Q̄ is finite. We
refer to [26] for similar results in the setting of an enlargement of the Wiener
filtration by a Malliavin differentiable random variable.

Throughout this section we assume that F0 is trivial and we let

Gt =
⋂
s>t

(Fs ∨ A) , t ≥ 0,

where A is some fixed sub-σ-algebra of F . We remind the reader that P̄ � Q̄
and Z̄t = dP̄

dQ̄

∣∣
F̄Q̄

t
, t ≥ 0.

We now recall the definition of some basic norms on the set of semimartin-
gales. For this let X be a (FP

t )-semimartingale. Given a decomposition
X = M + A we define for all 1 ≤ p <∞

jp(M,A) =
∥∥∥[M,M ]

1
2∞ +

∫
[0,∞[

|dAs|
∥∥∥
Lp
.

Now let Sp be the set of all (Ft)-semimartingales X such that

inf
X=M+A

jp(M,A) <∞,

where the infimum is taken over all semimartingale decompositions X =
M + A. One can show that each semimartingale in Sp is special. This
means there is a decomposition X = M ′ + A′ such that A′ is predictable
and A′0 = 0. Such a decomposition is unique and will be referred to as the
canonical decomposition. Note that our terminology implies that the bounded
variation process of the canonical decomposition starts in 0.

We define a norm on Sp by

‖X‖Sp = jp(M
′, A′).

One can show that there exists a constant c > 0, depending only on p, such
that c ‖X‖Sp ≤ infX=M+A jp(M,A) ≤ ‖X‖Sp . In other words, ‖ · ‖Sp is
equivalent to the norm defined by

‖X‖e = inf
X=M+A

jp(M,A)

(see Remark 98 c), Chapter VII, in [14]). Moreover Sp is a Banach space
with the following properties (see e.g. [14]):

• The space of all martingales in Sp, denoted by Hp, is a closed subspace.

• The set of all continuous semimartingales in Sp, denoted by Spc , and
the set of all continuous martingales in Sp, denoted by Hp

c , are closed
subspaces.
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• The set of all predictable processes with integrable variation, vanishing
in 0 and with norm A 7→ ‖

∫
|dAs|‖Lp is a closed subspace of Sp.

We are now in a position to prove the first main result.

Theorem 3.3.1. Suppose HF̄∞(P̄‖Q̄) = C <∞. Then the embedding

H2
c(Ft) → S1(Gt), X 7→ X,

is a continuous linear mapping with norm ≤ 1 +
√

2C.

Proof. Let M ∈ H2
c(Ft). By Theorem 2.1.10, (M − [M,L]) + [M,L] is a

decomposition relative to (Gt). The Kunita-Watanabe inequality implies∥∥∥∥∫ ∞

0

|d[M,L]t|
∥∥∥∥

1

≤ ‖[L,L]
1
2∞‖2‖[M,M ]

1
2∞‖2.

Hence by Lemma 3.1.1

‖M‖S1(Gt) =

∥∥∥∥[M,M ]
1
2∞ +

∫ ∞

0

|d[M,L]t|
∥∥∥∥

1

≤
(
1 + ‖[L,L]

1
2∞‖2

)
‖[M,M ]

1
2∞‖2

≤
(
1 + (E[L,L]∞)

1
2

)
‖M‖H2(Ft)

≤ (1 +
√

2C)‖M‖H2(Ft),

and the proof is complete. �

As an immediate consequence we get the following

Corollary 3.3.2. Suppose HF̄∞(P̄‖Q̄) <∞. Then the embedding

S2
c (Ft) → S1(Gt), X 7→ X,

is a continuous linear mapping.

We aim at generalizing Theorem 3.3.1 and Corollary 3.3.2. Starting from
the Banach space Sr(Ft) with r > 1, what are sufficient criteria for the
embedding into the space of (Gt)-semimartingales to be continuous?

From now on we will make the additional assumption that condition (C)
is satisfied. In other words, we will assume that Hp

c(Ft) = Hp(Ft) for p > 1.
We begin by stating a result obtained by Yor.

Lemma 3.3.3. (see Lemme 2 in [48]) Let r ≥ 1 and p, q > 0 such that
1
r

= 1
2p

+ 1
q
. Then the following conditions are equivalent:
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1) There is a constant C > 0 such that every continuous (Gt)-local mar-
tingale satisfies ∥∥∥∥∫ ∞

0

|d[M,L]t|
∥∥∥∥
r

≤ C‖[M,M ]
1
2∞‖q.

2) E[[L,L]p∞] <∞.

We are now ready to state the main theorem.

Theorem 3.3.4. Suppose Condition (C) is satisfied and let p ≥ 1 and q, r ≥
0 such that 1

r
= 1

2p
+ 1

q
. The generalized entropy Hp(P̄‖Q̄) is finite if and

only if the embedding

Sq(Ft) → Sr(Gt), X 7→ X,

is a continuous linear mapping.

Proof. Suppose Hp(P̄‖Q̄) < ∞. Theorem 3.2.3 implies that [L,L]∞ is
Lp-integrable. Thus, by Lemma 3.3.3, there is a constant C > 0 such that
for all continuous (Gt)-local martingales we have∥∥∥∥∫ ∞

0

|d[M,L]s|
∥∥∥∥
Lr

≤ C
∥∥[M,M ]

1
2∞
∥∥
Lq .

Hence, for a martingale M in Sq(Ft) with decomposition M = (M−[M,L])+
[M,L] relative to (Gt), we have

‖M‖Sr(Gt) =

∥∥∥∥[M,M ]
1
2∞ +

∫ ∞

0

|d[M,L]s|
∥∥∥∥
Lr

≤ ‖[M,M ]
1
2∞‖Lr +

∥∥∥∥∫ ∞

0

|d[M,L]s|
∥∥∥∥
Lr

≤ ‖[M,M ]
1
2∞‖Lr + C‖[M,M ]

1
2∞‖Lq

≤ (1 + C)‖[M,M ]
1
2∞‖Lq

≤ (1 + C)‖M‖Sq(Ft).

Therefore the map Sq(Ft) → Sr(Gt), X 7→ X, is continuous.
Now suppose the embedding to be continuous. Then Lemma 3.3.3 implies

E[[L̄, L̄]p∞] <∞.

So by Lemma 3.2.8 the proof is complete. �
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Example 3.3.5. Suppose A is generated by a countable partition P = {A1, A2, . . .}
of Ω into F∞-measurable sets. Then the corresponding initial enlargement
can be viewed as an enlargement by the discrete random variable G(ω) =∑

n n 1An(ω). Hence, for p ≥ 1, we have by Lemma 3.2.10

Hp

F̄∞(P̄‖Q̄) =
∑
i≥1

P (Ai)

(
log

1

P (Ai)

)p
.

Now let q, r ≥ 0 such that 1
r

= 1
2p

+ 1
q
. Theorem 3.3.4 implies that the

embedding Sq(Ft) → Sr(Gt), X 7→ X, is a continuous if and only if∑
i≥1

P (Ai)

(
log

1

P (Ai)

)p
<∞.

This result was already shown by Marc Yor, using different arguments (see
Théorème 2 in [48]).

If the filtration (Ft) is generated by a fixed martingale M with cadlag
paths, then the relative entropy of P̄ with respect to Q̄ is equal to the so-
called mutual information between M and the enlarging σ-algebra A. We
recall this notion.

Definition 3.3.6. Let X and Y be two random variables with values in the
measure spaces (M,M) and (K,K) respectively. The mutual information
between X and Y is defined by

I(X, Y ) = HM⊗K(P(X,Y )‖PX ⊗ PY ).

Similarly, one can define the generalized mutual information to be

Ip(X, Y ) = Hp
M⊗K(P(X,Y )‖PX ⊗ PY ), p > 1.

For a given σ-algebra J ⊂ F , let idJ denote the map (Ω,F) → (Ω,J ), ω 7→
ω. The mutual information between X and J is defined by

I(X,J ) = I(X, idJ ).

We start with the following observation.

Lemma 3.3.7. If (Ft) equals the filtration generated by M , then

I(M,A) = HF̄∞(P̄‖Q̄),

and for p > 1,
Ip(M,A) = Hp

F̄∞(P̄‖Q̄).
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Proof. First observe that F̄∞ = F∞ ⊗A, because

F̄∞ =
∨
t

F̄t ⊂
∨
t

(Ft ⊗A) ⊂ F∞ ⊗A ⊂ F̄∞.

Now let D denote the Skorokhod space. We define a map φ by

Ω× Ω → D× Ω, (ω, ω′) 7→ (M·(ω), ω′).

Since F∞ is generated by M , we have

φ−1(B(D)⊗A) = M−1(B(D))⊗A = F∞ ⊗A,

and hence
HF̄∞(P̄‖Q̄) = HB(D)⊗A(P̄φ‖Q̄φ).

Now observe
P̄φ = Pφ◦ψ = P(M,idA)

and
Q̄φ = PM ⊗ PidA ,

which yields the first claim. The second follows by similar arguments. �

As a consequence we obtain the following.

Theorem 3.3.8. Suppose Condition (C) is satisfied and let p ≥ 1 and q, r ≥
0 such that 1

r
= 1

2p
+ 1

q
. If (Ft) equals the filtration generated by M , then the

generalized mutual information Ip(M,A) is finite if and only if the embedding

Sq(Ft) → Sr(Gt), X 7→ X,

is a continuous linear mapping.

Proof. This follows by combining Theorem 3.3.4 with Lemma 3.3.7. �

Example 3.3.9. Let W be the standard Wiener process and (Ft) the fil-
tration generated by W and completed by the negligible sets relative to the
Wiener measure. Moreover, let V be a Gaussian element independent of
F∞, with zero mean and variance w > 0. Suppose the enlarging σ-algebra A
is generated by the random variable

W1 + V.

One can easily verify that three random variables X, Y and Z satisfy

Ip(X, (Y, Z)) ≤ Ip(X,Z) + Ip(X, Y |Z) (p ≥ 1).
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Consequently, we obtain for the mutual information between idA and W

Ip(W, idA) = Ip(W1 + V, (W1, (Wt)0≤t<1))

≤ Ip(W1 + V,W1) + Ip(W1 + V, (Wt)0≤t<1|W1)

= Ip(W1,W1 + V )

< ∞.

Thus, for all p ≥ 1 and q, r ≥ 0 such that 1
r

= 1
2p

+ 1
q
, the mapping Sq(Ft) →

Sr(Gt), X 7→ X, is continuous.

3.4 Appendix: Product filtrations satisfying

the usual conditions

Let (Ω,F , P ) be a probability space with right-continuous filtrations (Ft)t≥0

and (Ht)t≥0. In Chapter 2 the filtration (Gt) has been defined as the smallest
right-continuous filtration containing

G0
t = Ft ∨Ht, t ≥ 0.

We will see that under suitable conditions the filtration (G0
t ) itself is already

right-continuous.
We start by analyzing the filtration (F̄t) on our product space Ω̄.

Lemma 3.4.1. The filtration

Ft ⊗Ht, t ≥ 0,

completed by the Q̄-negligible sets, is right-continuous. In particular, F̄ Q̄
t =

(Ft ⊗Ht)
Q̄ for t ≥ 0.

Proof. The filtrations (Ft⊗{∅,Ω}) and ({∅,Ω}⊗Ht) are right-continuous
and independent with respect to Q̄. According to a result by Wu and Wang,
the filtration

(Ft ⊗ {∅,Ω}) ∨ ({∅,Ω} ⊗Ht), t ≥ 0,

completed by the Q̄-negligible sets, is right-continuous (see Theorem 1 in
[24]). �

With the help of the preceding lemma we can easily derive a sufficient
criterion for the filtration (G0

t ) to satisfy the usual conditions.

Theorem 3.4.2. Suppose that (Ft)t≥0 and (Ht)t≥0 are completed by the P -
negligible sets, and hence satisfy the usual conditions. If P̄ � Q̄, then also
(G0

t ) satisfies the usual conditions.
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Proof. Let N Q̄ denote the set of Q̄-negligible sets. By Lemma 3.4.1, the
filtration

(Ft ⊗Ht) ∨N Q̄, t ≥ 0,

is right-continuous. Consequently,

ψ−1
(
(Ft ⊗Ht) ∨N Q̄

)
= Ft ∨Ht ∨ ψ−1(N Q̄)

= G0
t ∨ ψ−1(N Q̄)

is right-continuous, too. Since P̄ � Q̄, we have ψ−1(N Q̄) ⊂ N P . This
implies that (G0

t ∨ ψ−1(N Q̄)) is equal to (G0
t ), and hence the result. �



Chapter 4

Distances between filtrations

Let (Ft) be filtration with usual conditions on some fixed probability space.
The vector space of all processes which are semimartingales with respect to
(Ft) has been studied intensively in the literature. In this chapter we turn
things around. Instead of fixing a filtration, we fix a stochastic process X
and consider the set of all filtrations under which X is a semimartingale. It
turns out that metrics can be defined very easily on this set. Moreover, we
prove that our metrics are complete if the given process X is continuous.

Throughout this chapter we make the convention that any filtration con-
sidered satisfies the usual conditions.

4.1 Hp and Sp revisited

In this section we consider again the spaces Hp and Sp. We prove some
properties allowing us to introduce metrics on the set of filtrations under
which a given process is a semimartingale.

Let (Ft) be filtration. Recall that for all p ∈ [1,∞[

‖M‖Hp = ‖[M,M ]
1
2∞‖Lp

defines a norm on Hp. By the Burkholder-Davis-Gundy Inequalty, for every
process M ∈ Hp the supremum M∗

∞ = supt |Mt| belongs to Lp and the norm
defined by M 7→ ‖M∗

∞‖Lp is equivalent to ‖ · ‖Hp . We will make use of the
following well-known fact.

Lemma 4.1.1. Any local martingale in Hp is a strict martingale.

Proof. Let (Tn) be a localizing sequence of stopping times such that for
all s < t

E[Mt∧Tn|Fs] = Ms∧Tn . (4.1)

38
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Observe that
|Mt∧Tn| ≤M∗

t∧Tn
≤M∗

∞

and
E|M∗

∞| ≤ ‖M∗
∞‖Lp <∞,

which shows that (Mt∧Tn) is uniformly integrable. Obviously the same holds
true for (Ms∧Tn). By taking limits in equation (4.1) we obtain

E[Mt|Fs] = Ms.

�

Recall that Hp is a closed subspace of the Banach space Sp and that
the norms ‖ · ‖Hp and ‖ · ‖Sp coincide on Hp. Also the space of all pre-
dictable processes with integrable variation, vanishing in 0 and with norm
A 7→ ‖

∫
|dAs|‖Lp is a closed subspace of Sp.

Lemma 4.1.2. Let X ∈ Sp. Then [X,X]
1
2∞ ∈ Lp and Xt is integrable for all

t ≥ 0.

Proof. Let X = M + A be the canonical decomposition. Then

[X,X]
1
2∞ ≤ [M,M ]

1
2∞ + [A,A]

1
2∞

≤ [M,M ]
1
2∞ +

∫
|dAs|,

and hence [X,X]
1
2∞ ∈ Lp.

Note that [M,M ]
1
2∞ ∈ Lp, and hence the Burkholder-Davis-Gundy In-

equality implies that Mt is integrable. Note that also At is integrable, and
therefore Xt, too. �

The norm ‖ · ‖Sp depends of course on the underlying filtration. If we
want to stress the filtration we are referring to, we write Sp = Sp(Ft).

We start with an easy observation.

Lemma 4.1.3. Let X be (Ft)-adapted, (Gt) a filtration containing (Ft) and
X ∈ Sp(Gt) with canonical decomposition X = M +A. Then X belongs also
to Sp(Ht), where

Ht =
⋂
s>t

(Fs ∨ σ(Ar : r ≤ s)).

Moreover, if X is continuous, then ‖X‖Sp(Gt) = ‖X‖Sp(Ht).
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Proof. Note that M = X − A is a (Gt)-local martingale adapted to (Ht).
Since Ht ⊂ Gt for all t ≥ 0, it follows that M is also a (Ht)-local martingale.
Hence X = M +A is also a decomposition relative to (Ht) (probably not the
canonical one), and we conclude that X belongs to Sp(Ht).

If X is continuous, then A is continuous and consequently predictable
with respect to (Ht). Thus we have ‖X‖Sp(Gt) = ‖X‖Sp(Ht) and the proof is
complete. �

The following example shows that the norms ‖X‖Sp(Gt) and ‖X‖Sp(Ht)

may not be equal if X is not continuous.

Example 4.1.4. Let ξ be a random variable with distribution P (ξ = 2) =
P (ξ = −1) = 1

2
. Consider now the stochastic process X defined by

Xt =

{
0, if 0 ≤ t < 1,
ξ, if t ≥ 1.

Put Gt = σ(ξ) for all t ≥ 0. Observe that X is predictable with respect to
(Gt) and hence

‖X‖S1(Gt) =
∥∥∥∫ |dXt|

∥∥∥
L1

=
1

2
2 +

1

2
1 = 1, 5.

Now let (Ht) be the filtration generated by X. With respect to (Ht), X is no
longer predictable. It is straightforward to show that the predictable projection
of X onto (Ht) is equal to the deterministic process At = 1

2
1[1,∞[, and hence

‖X‖S1(Ht) =
∥∥∥[X − A,X − A]

1
2∞ +

∫
|dAt|

∥∥∥
L1

= ‖1, 5 + 0, 5‖L1 = 2.

Note that ‖X‖S1(Gt) 6= ‖X‖S1(Ht), which shows that the last statement in
Lemma 4.1.3 does not hold for arbitrary processes with cadlag paths.

Let X be an (Ft)-adapted process with cadlag paths and (Gnt ) a sequence
of filtrations satisfying Gnt ⊃ Ft for all t ≥ 0. Suppose that X belongs to
Sp(Gnt ) for all n ≥ 1 and denote by

X = Mn + An

the corresponding canonical decompositions, where An is (Gnt )-predictable.

Lemma 4.1.5. Suppose (An) converges to some process A relative to the
norm B 7→ ‖

∫
|dBs|‖Lp. Then X −A is a (Gt)-martingale and X belongs to

Sp(Gt), where

Gt =
⋂
s>t

(Fs ∨ σ(Ar : r ≤ s)).

Moreover, if X is continuous, then limn ‖X‖Sp(Gn
t ) = ‖X‖Sp(Gt).
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Proof. Suppose (An) converges to A. Observe at first that A is a finite
variation process satisfying ‖

∫
|dAs|‖Lp < ∞. Now fix 0 ≤ s < t. We start

by showing that for all k ≥ 1, 0 ≤ r1 ≤ . . . ≤ rk ≤ s, C ∈ Fs and open sets
U1, . . . , Uk ⊂ R,

E
[
1C1{Ar1∈U1,...,Ark

∈Uk}(Xt −Xs)
]

= E
[
1C1{Ar1∈U1,...,Ark

∈Uk}(At − As)
]
.

(4.2)
By a monotone class theorem it then follows that X−A is a martingale with
respect to the filtration (Ft∨σ(Ar : r ≤ t)). Integrability and right-continuity
imply that X − A is also a (Gt)-martingale.

Observe that |Anri − Ari| ≤
∫ ri

0
|d(An − A)t| implies the sequence (Anri)

to converge to Ari in Lp. By taking subsequences, we may assume that the
sequence is converging almost surely. Since Ui is open, this implies

1{An
ri
∈Ui} −→ 1{Ari∈Ui} almost surely.

Due to Lemma 4.1.1 the process Mn = X − An is a strict (Gnt )-martingale,
i.e. for all n ≥ 1

E
[
1C1{An

r1
∈U1,...,An

rk
∈Uk}(Xt −Xs)

]
= E

[
1C1{An

r1
∈U1,...,An

rk
∈Uk}(A

n
t − Ans )

]
.

By dominated convergence the left hand side converges to

E
[
1C1{Ar1∈U1,...,Ark

∈Uk}(Xt −Xs)
]
,

and due to uniform integrability the right hand side to

E
[
1C1{Ar1∈U1,...,Ark

∈Uk}(At − As)
]
,

which yields equation (4.2).
We still have to show that ‖X‖Sp(Gt) is finite. For this recall that the

quadratic variation process [X,X] is the same under (Gt) and (Gnt ). By

Lemma 4.1.2 we have [X,X]
1
2∞ ∈ Lp. From

[X − A,X − A]
1
2∞ ≤ [X,X]

1
2∞ + [A,A]

1
2∞

≤ [X,X]
1
2∞ +

∫
|dAs|

we deduce that

‖X‖e ≤
∥∥∥[X − A,X − A]

1
2∞ +

∫
|dAs|

∥∥∥
Lp

≤
∥∥∥[X,X]

1
2∞ + 2

∫
|dAs|

∥∥∥
Lp
<∞,
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with ‖ · ‖e defined as in Section 3.3. Since ‖ · ‖e is equivalent to ‖ · ‖Sp(Gt), we
have X ∈ Sp(Gt).

Finally suppose that X is continuous. This implies the processes An

to be continuous and hence, the limit A, too. Therefore (X − A) + A is
the canonical decomposition of X with respect to (Gt). Moreover, continuity
implies [X−An, X−An] = [X,X] = [X−A,X−A] up to indistinguishability.
Thus

lim
n

∥∥∥[X − An, X − An]
1
2∞ +

∫
|dAns |

∥∥∥
Lp

=
∥∥∥[X − A,X − A]

1
2∞ +

∫
|dAs|

∥∥∥
Lp

,

and the proof is complete. �

Remark 4.1.6. Example 4.1.4 shows that if X is not continuous, then it
may happen that limn ‖X‖Sp(Gn

t ) 6= ‖X‖Sp(Gt).

4.2 A metric on the set of filtrations under

which a given process is a semimartingale

We now introduce a metric on the set of filtrations for which a given stochastic
process is a semimartingale. Up to the end of this section let X be a process
with cadlag paths. We consider the set

Fp(X) = {(Gt) with the usual conditions : X ∈ Sp(Gt)}

with p ∈ [1,∞[. For simplicity we assume that Fp(X) is not empty.
We denote by (FX

t ) the smallest filtration with the usual conditions such
that X is adapted to it. Obviously every filtration (Gt) ∈ Fp(X) contains
(FX

t ).

Definition 4.2.1. Let p ≥ 1, (Gt) and (Ht) filtrations in Fp(X) with canon-
ical decompositions X = M + A and X = N + B respectively. The distance
dp between (Gt) and (Ht) relative to X is defined by

dp((Gt), (Ht)) =
∥∥∥∫ |d(As −Bs)|

∥∥∥
Lp
.

Theorem 4.2.2. dp is a semi-metric on the space Fp(X).

Proof. This follows from the fact that the map A 7→ ‖
∫
|dAs|‖Lp is a norm

on the set of processes with integrable variation. �
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Theorem 4.2.3. If X is continuous, then (Fp(X)/ ∼ , dp) is a complete
metric space.

Proof. It is sufficient to show completeness. For this let (Gnt ) be a Cauchy
sequence in Fp(X). This means that the sequence (An) of the predictable
bounded variation processes in the canonical decompositions with respect to
(Gnt ) is Cauchy, and therefore converges to some process A with integrable
variation. Lemma 4.1.5 implies the sequence (Gnt ) to converge to the filtration
Gt =

⋂
r>t(FX

r ∨ σ(As : s ≤ r)), and hence the result. �

4.3 Monotone convergence of filtrations

In this section we describe the limit of a convergent sequence of increasing
filtrations. For this let p ∈ [1,∞), X an (Ft)-adapted process with cadlag
paths and (Gnt )n≥1 an increasing sequence of filtrations satisfying Gnt ⊃ Ft for
all t ≥ 0. We assume that for all n ≥ 1 the process X is in the space Sp(Gnt )
and denote by

Xt = (Xt − Ant ) + Ant

the canonical decomposition with respect to (Gnt ).

Theorem 4.3.1. (Monotone convergence)
Let X be locally bounded. If the sequence (An)n≥1 converges to a process A
relative to the norm B 7→ ‖

∫
|dBs|‖Lp, then X−A is a local martingale with

respect to the filtration

Gt =
⋂
s>t

∨
n≥1

Gns .

In particular, X belongs to the space Sp(Gt) and the sequence (Gnt )n converges
to (Gt), i.e.

lim
n

dp((Gnt ), (Gt)) = 0.

Proof. Suppose T to be a stopping time T such that XT is bounded. For
simplicity we assume XT = X.

Assume that (An) converges to A. Observe that A is of Lp-integrable
variation. Moreover it is (Gt)-predictable since all the processes An are.

Choose a constant C > 0 such that

|X| ≤ C,

and ∥∥∥∫ |dAns |
∥∥∥
Lp
≤ C

2
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for all n ≥ 1. We start by showing that X − A is a martingale with respect
to
(∨

n≥1 Gnt
)
t≥0

. For this let ε > 0, 0 ≤ s < t and B ∈
∨
n≥1 Gns . It suffices

to show ∣∣∣E [1B(Xt −Xs)]− E [1B(At − As)]
∣∣∣ ≤ ε.

Observe that for all r ≥ 0 the random variables Anr converge in L1 to Ar.
Hence we may choose n0 such that

‖At − Ant ‖L1 + ‖As − Ans‖L1 ≤ ε

3

for all n ≥ n0. Moreover, L1-convergence implies the sequence (Ant −Ans )n≥1

to be uniformly integrable.
Now note that

⋃
n≥1 Gns is an algebra generating the sigma-algebra

∨
n≥1 Gns .

Hence we can find a sequence (Bi) of sets in
⋃
n≥n0

Gns such that P (B M Bi) →
0. Due to uniform integrability we may choose n ≥ n0 and B̃ ∈ Gns satisfying

E(1B̃MB|Xt −Xs|) ≤
ε

3
and E(1B̃MB|A

n
t − Ans |) ≤

ε

3

(see Cohn [8], page 139). Therefore,∣∣E [1B(Xt −Xs)]− E [1B̃(Xt −Xs)]
∣∣ =

∣∣E [(1B̃ − 1B)(Xt −Xs)]
∣∣

≤ ε

3
.

Moreover ∣∣∣E [1B(At − As)]− E [1B̃(Ant − Ans )]
∣∣∣

≤
∣∣∣E [1B(At − As − (Ant − Ans ))]

∣∣∣+ ∣∣∣E [(1B − 1B̃)(Ant − Ans )]
∣∣∣

≤ E [|At − Ant |+ |As − Ans |] + E[1B4B̃|A
n
t − Ans |]

≤ ε

3
+
ε

3
=

2ε

3
,

and hence ∣∣∣E [1B(Xt −Xs)]− E [1B(At − As)]
∣∣∣

≤
∣∣∣E [1B(Xt −Xs)]− E [1B̃(Xt −Xs)]

∣∣∣
+

∣∣∣∣∣E [1B̃(Xt −Xs)]− E [1B̃(Ant − Ans )]

∣∣∣∣∣
+
∣∣∣E [1B̃(Ant − Ans )]− E [1B(At − As)]

∣∣∣
≤ ε

3
+ 0 +

2ε

3
= ε.
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Thus we have shown that X−A is a martingale with respect to
(∨

n≥1 Gnt
)
t≥0

.

Since the processes considered are right-continuous, X − A is a martingale
with respect to (Gt), which is the smallest filtration satisfying the usual con-
ditions and containing

(∨
n≥1 Gnt

)
t≥0

. �

4.4 Metrics via information drifts

Let M be a continuous local martingale with respect to some filtration (Ft)
and suppose M0 = 0. We recall that in this chapter every filtration is sup-
posed to fulfill the usual conditions.

We denote by I(M) the set of all filtrations (Gt) for which there exists a
(Gt)-predictable process α such that

Mt −
∫ t

0

αs d〈M,M〉s is a (Gt)− local martingale.

The process α will be called information drift of (Gt) relative to M .
We define now metrics on I(M) which are based on the information drifts.
For p ≥ 1 we denote by Ip(M) the set of filtrations (Gt) ∈ I(M) with

information drift α such that
∥∥ (∫∞

0
α2
t d〈M,M〉t

) 1
2
∥∥
p

is finite.

Definition 4.4.1. Let (Gt) and (Ht) be two filtrations in I(M) with infor-
mation drifts α and β respectively. The distance δp between (Gt) and (Ht) is
defined by

δp((Gt), (Ht)) =

∥∥∥∥(∫ ∞

0

(αt − βt)
2 d〈M,M〉t

) 1
2
∥∥∥∥
p

.

Note that δp is a semimetric on Ip(M). On I(M), however, δp is only a
pseudo-semimetric, i.e. it may be infinite. As usual, one obtains a semimetric
by putting

dI((Gt), (Ht)) = 1− 1

1 + δp((Gt), (Ht))
.

How is δp related to the distance dp defined in Section 4.2? Here is the answer.

Theorem 4.4.2. Let p, q, r > 0 such that 1
p

+ 1
q

= 1
r
. If M ∈ Hq(Ft), then

Ip(M) ⊂ Fr(M),

and there is a constant Cq > 0 such that

dr((Gt), (Ht)) ≤ Cq δp((Gt), (Ht)) (4.3)

for all (Gt) and (Ht) in Ip(M).
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Proof. Let (Gt) and (Ht) be two filtrations in Ip(M) with information
drifts α and β respectively. Then by Kunita-Watanabe and Hölder

dr((Gt), (Ht)) =

∥∥∥∥∫ |d((α− β) · 〈M,M〉)t|
∥∥∥∥
r

=

∥∥∥∥∫ |α− β| d〈M,M〉t|
∥∥∥∥
r

≤
∥∥∥∥〈M,M〉

1
2∞

(∫
(αt − βt)

2 d〈M,M〉t
) 1

2
∥∥∥∥
r

≤ ‖〈M,M〉
1
2∞‖q
∥∥∥∥(∫ (αt − βt)

2 d〈M,M〉t
) 1

2
∥∥∥∥
p

≤ ‖〈M,M〉
1
2∞‖q δp((Gt), (Ht)),

from where we deduce inequality (4.3). By choosing (Ht) = (Ft), this in-
equality also implies Ip(M) ⊂ Fr(M), and thus the proof is complete. �

Theorem 4.4.3. (Ip/ ∼ , δp) is a complete metric space for all p ≥ 1.

In order to prove this we need

Lemma 4.4.4. Let p ≥ 1. If 〈M,M〉 is bounded, then

Ip(M) ⊂ Fp(M),

and there is a constant C > 0 such that

dp((Gt), (Ht)) ≤ C δp((Gt), (Ht)) (4.4)

for all (Gt) and (Ht) in Ip(M).

Proof. Let 〈M,M〉 be bounded, for instance by C > 0. Then for any
filtrations (Gt) and (Ht) in Ip(M) with information drifts α and β respectively

dp((Gt), (Ht)) =

∥∥∥∥∫ |d((α− β) · 〈M,M〉)t|
∥∥∥∥
p

=

∥∥∥∥∫ |α− β| d〈M,M〉t|
∥∥∥∥
p

≤
∥∥∥∥〈M,M〉

1
2∞

(∫
(αt − βt)

2 d〈M,M〉t
) 1

2
∥∥∥∥
p

≤ C
1
2 δp((Gt), (Ht)),
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and thus the result. �

Proof to Theorem 4.4.3. Let (Gnt ) be a Cauchy sequence in Ip(M). This
means that the corresponding sequence of information drifts (αn) is Cauchy,

and hence converges to some process α satisfying
∥∥ (∫∞

0
α2
t d〈M,M〉t

) 1
2
∥∥
p
<

∞. Put

Ant =

∫ t

0

αns d〈M,M〉s

and

At =

∫ t

0

αs d〈M,M〉s.

We show at first that M−A is a local martingale with respect to the filtration

Gt =
⋂
s>t

(FM
s ∨ σ(Ar : r ≤ s)).

Note that (Gt) is the smallest filtration satisfying the usual conditions and
containing the filtration generated by the joint process X = (M,A), namely

G0
t = σ(Xs : s ≤ t).

Now let T be a (Ft)-stopping time such that 〈M,M〉T is bounded. By Lemma
4.4.4 it is not hard to find a C > 0 such that dp((Kt), (Ht)) ≤ C δp((Kt), (Ht))
for all (Kt) and (Ht) in Ip(MT ). As a consequence (An·∧T ) converges with
respect to the norm B 7→ ‖

∫
|dBt|‖p and the limit can only be A·∧T . It

follows by Lemma 4.1.5 that (M − A)T is a martingale with respect to the
filtration (σ(XT

s : s ≤ t))t≥0. Basic results about stopping times imply that

σ(XT
s : s ≤ t) = G0

T∧t

(see for example Exercise 4.21, Chapter I in [42]). Therefore (M − A)T is
a martingale with respect to (G0

T∧t), and hence with respect to (G0
t ) (see

Remark to Corollary 3.6, Chapter II in [42]). Since M and A are continuous,
M −A = M − α · 〈M,M〉 is a local martingale with respect to the filtration
(Gt).

Note that α may not be predictable with respect to (Gt). However it
coincides almost surely with a predictable version. To prove this, let pα
denote the predictable projection of α onto (Gt). By standard arguments
one can show that M − pα · 〈M,M〉 remains a (Gt)-local martingale. As
a consequence pα · 〈M,M〉 is indistinguishable from α · 〈M,M〉, and hence
α = pα, d〈M,M〉 ⊗ P -a.s. Since the limit of (αn) is equal to pα, we have
shown that (Gnt ) converges to (Gt) relative to δp. �
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In Chapter 2 we have seen sufficient criteria for filtrations of the form

Gt =
⋂
s>t

(Fs ∨Hs)

to possess an information drift. More precisely, we have introduced two
measures P̄ and Q̄ on the product space Ω̄ = Ω × Ω, and we have shown
that absolute continuity of P̄ with respect to Q̄ implies the existence of an
information drift α (see Theorem 2.1.11). Moreover, the relative entropy
H(P̄‖Q̄) provides an upper bound for

E

∫ ∞

0

α2 d〈M,M〉 = δ2((Gt), (Ft))2

(see Lemma 3.1.1). Consequently we have the following.

Lemma 4.4.5. If H(P̄‖Q̄) <∞, then (Gt) ∈ I2(M).

Note that in the case of initially enlarged filtrations the entropy H(P̄‖Q̄)
is equal to the mutual information between F∞ and the enlarging variable.

If (Gt) is obtained by an initial enlargement with a discrete random vari-
able G, then P̄ is always absolutely continuous with respect to Q̄. Moreover,
H(P̄‖Q̄) is smaller than the absolute entropy of G (see Lemma 3.2.10). Thus,
we have the following.

Theorem 4.4.6. Let G be a discrete random variable and Gt =
⋂
s>t(Fs ∨

σ(G)). Then (Gt) ∈ I(M). Moreover, if the absolute entropy of G is finite,
then (Gt) ∈ I2(M).

Proof. Follows from Theorem 2.1.11 and Lemma 4.4.5. �

Remark 4.4.7. Suppose F0 is trivial and Condition (C) is satisfied. In
this case δ2((Ft), (Gt)) coincides with H(P̄‖Q̄) (see Lemma 3.1.1). Thus,
(Gt) ∈ I2(M) if and only if the absolute entropy of G is finite.

4.5 Monotone convergence of information drifts

Theorem 4.3.1 deals with increasing filtrations converging relative to the dis-
tance dp. From this result we now deduce a monotone convergence property
of information drifts.

Let M be a continuous (Ft)-local martingale starting in zero and let
(Gnt )n≥1 be an increasing sequence of filtrations, i.e. for all t ≥ 0 we have

Ft ⊂ G1
t ⊂ . . . ⊂ Gnt ⊂ Gn+1

t ⊂ . . .
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We assume that for all n ≥ 1 the process M is a (Gnt )-semimartingale with
Doob-Meyer decomposition

M = Mn +

∫ ·

0

µns d〈M,M〉s,

where µn is (Gnt )-predictable and in L2(M), i.e. E
∫∞

0
(µnt )

2 d〈M,M〉t < ∞.
We then have the following asymptotic property.

Lemma 4.5.1. If the processes (µn)n∈N converge to some µ in L2(M), then

M −
∫ ·

0

µs d〈M,M〉s

is a local martingale with respect to Gt =
⋂
s>t

∨
n≥1 Gns , t ≥ 0.

Proof. Put At =
∫ t

0
µs 〈M,M〉s and Ant =

∫ t
0
µns 〈M,M〉s, n ≥ 1. Choose

a stopping time T such that 〈M,M〉T is bounded, let’s say by C > 0. To
simplify notation we assume that AT = A and (An)T = An, n ≥ 1. The
Kunita-Watanabe Inequality implies∥∥∥∫ |d(Ant − At)|

∥∥∥
L2

=
∥∥∥∫ |α− αn| d〈M,M〉

∥∥∥
L2

≤ C
1
2

∥∥∥(∫ (α− αn)2 d〈M,M〉
) 1

2 ∥∥∥
L2
,

and the result follows now from Theorem 4.3.1. �

Remark 4.5.2. A direct proof of Lemma 4.5.1 can be found in [3].

In the remainder of this section we give some sufficient criteria for a
sequence of information drifts to converge in L2(M). We start with the
following observation.

Lemma 4.5.3. For n,m ≥ 1 with m ≥ n ≥ 1 the processes µn and µm − µn

are orthogonal in the Hilbert space L2(M), i.e.

E
[∫ ∞

0

µn(µm − µn) d〈M,M〉
]

= 0.

Proof. Let 1 ≤ n ≤ m. Recall that for all i ≥ 1

M̃ i = M −
∫ ·

0

µit d〈M,M〉t (4.5)
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is a local (Git)-martingale. Then∫ ∞

0

µn(µm − µn) d〈M,M〉 = (µn · M̃n)∞ − (µn · M̃m)∞.

Note that µn is (Gnt )- and (Gmt )-predictable. Moreover, (µn · M̃n)t and (µn ·
M̃m)t are L2−martingales relative to (Gnt ) and (Gmt ) respectively. Therefore,

E
[∫ ∞

0

µn(µm − µn) d〈M,M〉
]

= 0.

�

We are now in a position to prove the main result of the section.

Theorem 4.5.4. If supn≥1 ‖µn‖2
L2(M) < ∞, then (µn) converges in L2(M)

to a process µ. Moreover,

M −
∫ ·

0

µt d〈M,M〉t

is a local martingale with respect to Gt =
⋂
s>t

∨
n≥1 Gns , t ≥ 0.

Proof. Set c = supn≥1 ‖µn‖2
L2(M). By the previous lemma for m ≥ n ≥ 1,

‖µm‖2
L2(M) = ‖µn‖2

L2(M) + ‖µm − µn‖2
L2(M).

Thus c = limn→∞ ‖µn‖2
L2(M) and

‖µm − µn‖2
L2(M) = ‖µm‖2

L2(M) − ‖µn‖2
L2(M) ≤ c− ‖µn‖2

L2(M) → 0

as n → ∞. Therefore {µn}n≥1 is a Cauchy sequence in L2(M). By com-
pleteness of L2(M), there exists a unique (Gt)−predictable process µ ∈
L2(M) such that limn→∞ µn = µ in L2(M). By Lemma 4.5.1 the process
M −

∫
µ d〈M,M〉 is a (Gt)−local martingale. �

In terms of filtration convergence the previous theorem can be restated
in the following way.

Corollary 4.5.5. If supn≥1 δ2((Gnt ), (Ft)) <∞, then (Gnt ) converges to Gt =⋂
s>t

∨
n≥1 Gns , t ≥ 0, with respect to δ2, i.e.

lim
n
δ2((Gnt ), (Gt)) = 0.



Chapter 5

Information drifts for general
enlargements

Let M be a continuous local martingale with respect to (Ft). Moreover, let
(Gt) ∈ I(M) be a larger filtration with information drift α.

In this chapter we shall aim at describing the information drift α by
conditional probabilities of the larger σ-algebras Gt with respect to the smaller
ones Ft, t ≥ 0. Roughly, the relationship is as follows. Suppose for all t ≥ 0
there is a regular conditional probability Pt(·, ·) of F given Ft, which can be
decomposed into a martingale component orthogonal toM , plus a component
possessing a stochastic integral representation relative to M with a kernel
function kt(·, ·). Then we shall see, that, provided α is square integrable with
respect to d〈M,M〉 ⊗P , the kernel function at t will be a signed measure in
its set variable. Moreover, this measure is absolutely continuous with respect
to the conditional probability if restricted to Gt, and α coincides with their
Radon-Nikodym density.

We shall even be able to show that this relationship also makes sense in
the reverse direction: If absolute continuity of the stochastic integral kernel
with respect to the conditional probabilities holds, then the Radon-Nikodym
density turns out to provide an information drift α of M in the larger filtra-
tion.

We shall finish the chapter with an illustration of this fundamental rela-
tionship by discussing some simple examples.
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5.1 A representation theorem for information

drifts

Our discussion requires some care with the underlying filtrations and state
spaces. Of course, the need to work with conditional probabilities first of
all confines us to spaces on which they exist. Let therefore (Ω,F , P ) be a
standard Borel probability space (see [39]) with a filtration (F0

t )t≥0 consisting
of countably generated σ−algebras, and let M be a (F0

t )-local martingale.
We also deal with the smallest right-continuous and completed filtration con-
taining (F0

t ), which we denote by (Ft). We suppose that F0 is trivial and
that every (Ft)−local martingale has a continuous modification. Since F0

t

is a subfield of a standard Borel space, there exist regular conditional prob-
abilities Pt relative to the σ−algebras F0

t . Then for any set A ∈ F the
process

(t, ω) 7→ Pt(ω,A)

is an (F0
t )−martingale with a continuous modification (see e.g. Theorem

4, Chapter VI in [14]). Note that the modification may not be adapted to
(F0

t ), but only to (Ft). Furthermore it is no problem to assume that the
processes Pt(·, A) are modified in a way such that Pt(ω, ·) remains a measure
on F for PM−almost all (ω, t), where PM is a measure on Ω×R+ defined by
PM(Γ) = E

∫∞
0

1Γ(ω, t)d〈M,M〉t, Γ ∈ F ⊗ B+.
It is known that each of these martingales may be uniquely written (see

e.g. [42], Chapter V)

Pt(·, A) = P (A) +

∫ t

0

ks(·, A)dMs + LAt , (5.1)

where k(·, A) is (Ft)−predictable and LA satisfies 〈LA,M〉 = 0.

Now let (G0
t ) be another filtration on (Ω,F , P ) satisfying

F0
t ⊂ G0

t

for all 0 ≤ t ≤ T . We assume that each σ−field G0
t is generated by a

countable number of sets, and denote by (Gt) the smallest right-continuous
and completed filtration containing (G0

t ). It is clear that each σ−field in the
left-continuous filtration (G0

t−) is also generated by a countable number of
sets. We claim that the existence of an information drift of (Gt) relative to
(Ft) for the process M depends on whether the following condition is satisfied
or not.
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Condition 5.1.1. kt(ω, ·)
∣∣
G0

t−
is a signed measure and satisfies

kt(ω, ·)
∣∣∣∣
G0

t−

� Pt(ω, ·)
∣∣∣∣
G0

t−

for PM−a.a (ω, t).

Remark 5.1.2. Unfortunately, we have to distinguish between the filtrations
(F0

t ), (G0
t ) and their extensions (Ft), (Gt). The reason is that the regu-

lar conditional probabilities considered exist only with respect to the smaller
σ−fields. On the other hand, we use stochastic integration techniques which
were developed only under the assumption that the underlying filtrations sat-
isfy the usual conditions, and thus necessitates working also with the larger
σ-fields.

Let us next state some essential properties of the Radon-Nikodym density
process existing according to our condition.

Lemma 5.1.3. Suppose Condition 5.1.1 is satisfied. Then there exists an
(Ft ⊗ Gt)−predictable process γ such that for PM−a.a. (ω, t)

γt(ω, ω
′) =

dkt(ω, ·)
dPt(ω, ·)

∣∣∣∣
G0

t−

(ω′).

Remark 5.1.4. Note that γt(ω, ·) is Gt−−measurable. This is due to the fact
that the predictable σ−algebra does not change by taking the left-continuous
version of the underlying filtration.

Proof. Let tni = i
2n for all n ≥ 0 and i ≥ 0. We denote by T the set of all

tni . It is possible to choose a family of finite partitions (P i,n) such that

• for all t ∈ T we have G0
t− = σ(P i,n : i, n ≥ 0 s.t. tni = t),

• P i,n ⊂ P i+1,n,

• if i < j, n < m and i 2−n = j 2−m, then P i,n ⊂ Pj,m.

We define for all n ≥ 0

γnt (ω, ω′) =
∑
i≥0

∑
A∈Pi,n

1]tni ,t
n
i+1](t)1A(ω′)

kt(ω,A)

Pt(ω,A)
.



54

Note that kt(ω,A)
Pt(ω,A)

is (Ft)−predictable and 1]tni ,t
n
i+1](t)1A(ω′) is (Gt)−predictable.

Hence the product of both functions, defined as a function on Ω2 × R+, is
predictable with respect to (Ft ⊗ Gt). It follows that each γn, and thus

γ = lim inf
n→∞

γn

is (Ft ⊗ Gt)−predictable.
Now fix t ≥ 0. We claim that kt(ω, ·) =

∫
· γt(ω, ω

′)Pt(ω, dω
′), and hence

that γt(ω, ·) is the density of kt(ω, ·) with respect to Pt(ω, ·), PM−a.s. For
all n ≥ 0 let j = j(n) be the integer satisfying tnj < t ≤ tnj+1 and denote
by Qn the corresponding partition Pj,n. Observe that (Qn) is an increasing
sequence of partitions satisfying

σ(Qn : n ≥ 0) = G0
t−

and hence

γt(ω, ω
′) = lim inf

n
γnt (ω, ω′)

= lim inf
n

∑
A∈Qn

1A(ω′)
kt(ω,A)

Pt(ω,A)

=
dkt(ω, ·)
dPt(ω, ·)

∣∣∣∣
G0

t−

.

�

Lemma 5.1.5. If (t, ω, ω′) 7→ θt(ω, ω
′) is (Ft⊗Gt)−predictable and bounded,

then∫ ∫ ∫
θt(ω, ω

′) Pt(ω, dω
′) d〈M,M〉t dP (ω) =

∫ ∫
θt(ω, ω) d〈M,M〉t dP (ω).

Proof. Let 0 ≤ r < s, A ∈ Fr, B ∈ Gr and

θt(ω, ω
′) = 1]r,s](t)1A(ω)1B(ω′).

Then ∫ ∫ ∫
θt(ω, ω

′) Pt(ω, dω
′) d〈M,M〉t dP (ω)

=

∫ ∫ s

r

1A(ω)Pt(ω,B) d〈M,M〉t dP (ω)

=

∫ ∫ s

r

1A(ω)1B(ω) d〈M,M〉t dP (ω)

=

∫ ∫
θt(ω, ω) d〈M,M〉t dP (ω),
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where the second equality holds due to results about optional projections
(see Theorem 57, Chapter VI, in [14]). By a monotone class argument this
can be extended to all bounded and (Ft ⊗ Gt)−predictable processes. �

Theorem 5.1.6. Suppose Condition 5.1.1 is satisfied and γ is as in Lemma
5.1.3. Then

αt(ω) = γt(ω, ω)

is the information drift of (Gt) relative to M .

Proof. Suppose τ to be a stopping time such that M τ is a martingale. For
0 ≤ s < t and A ∈ G0

s we have to show

E [1A(M τ
t −M τ

s )] = E

[
1A

∫ t

s

γu(ω, ω) d〈M,M〉τu
]
.

For notational simplicity write M τ = M and observe

E [1A(Mt −Ms)] = E [Pt(·, A)(Mt −Ms)]

= E

[
(Mt −Ms)

∫ t

0

ku(·, A) dMu

]
+ E[(Mt −Ms)L

A
t ]

= E

[∫ t

s

ku(·, A) d〈M,M〉u
]

= E

[∫ t

s

∫
A

γu(ω, ω
′) dPu(ω, dω

′) d〈M,M〉u
]

= E

[
1A(ω)

∫ t

s

γu(ω, ω) d〈M,M〉u
]
,

where we used Lemma 5.1.5 in the last equation. �

We now look at the problem from the reverse direction: We show that
the existence of a square integrable information drift implies Condition 5.1.1.

For this let α be the information drift of (Gt), i.e. M̃ = M−
∫ ·

0
αt d〈M,M〉t

is a (Gt)-local martingale. Moreover, suppose that α satisfies

E

∫ ∞

0

α2
t d〈M,M〉t <∞.

To prove the main results (Theorems 5.1.9 and 5.2.1 below), we need the
following lemma.

Lemma 5.1.7. Let 0 ≤ s < t and P = {A1, . . . , An} be a finite partition of
Ω into G0

s−measurable sets. Then

E

∫ t

s

n∑
k=1

(
ku
Pu

)2

(·, Ak) 1Ak
d〈M,M〉u ≤ 4E

(∫ t

s

α2
u d〈M,M〉u

)
<∞.
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Proof. Let P = {A1, . . . , An} be a finite G0
s−partition. An application of

Ito’s formula yields

n∑
k=1

[1Ak
logPs(·, Ak)− 1Ak

logPt(·, Ak)]

=
n∑
k=1

[
−
∫ t

s

1

Pu(·, Ak)
1Ak

dPu(·, Ak)

+
1

2

∫ t

s

1

Pu(·, Ak)2
1Ak

d〈P (·, Ak), P (·, Ak)〉u
]

=
n∑
k=1

[
−
∫ t

s

ku
Pu

(·, Ak) 1Ak
dM̃u −

∫ t

s

ku
Pu

(·, Ak) 1Ak
αu d〈M,M〉u

−
∫ t

s

1

Pu(·, Ak)
1Ak

dLAk
u +

1

2

∫ t

s

(
ku
Pu

)2

(·, Ak) 1Ak
d〈M,M〉u

+
1

2

∫ t

s

1

Pu(·, Ak)2
1Ak

d〈LAk , LAk〉u
]

(5.2)

Note that Pt(·, Ak) logPt(·, Ak) is a submartingale bounded from below for
all k. Hence the expectation of the left hand side in the previous equation is
at most 0.

A priori it is not clear whether

n∑
k=1

∫ t

s

ku
Pu

(·, Ak) 1Ak
dM̃u

is integrable or not. Consider therefore for all ε > 0 stopping times defined
by

τ εk =

{
∞ ω /∈ Ak
inf{t ≥ s : Pt(·, Ak) ≤ ε} else

and
τ ε = τ ε1 ∧ . . . ∧ τ εn.

Observe that τ ε →∞ as ε ↓ 0 and that the stopped process

n∑
k=1

∫ t∧τε

s

ku
Pu

(·, Ak) 1Ak
dM̃u



57

has expectation zero, since

E

(∫ t∧τε

s

n∑
k=1

ku
Pu

(·, Ak) 1Ak
dM̃u

)2


= E

[∫ t∧τε

s

n∑
k=1

(
ku
Pu

)2

(·, Ak) 1Ak
d〈M,M〉u

]

≤ 1

ε2
E

[∫ t∧τε

s

n∑
k=1

(ku)
2 (·, Ak) 1Ak

d〈M,M〉u

]

≤ 1

ε2
E

[
n∑
k=1

∫ t

s

d〈P (·, Ak), P (·, Ak)〉u

]
< ∞.

Similarly, one can show that the expectation of∫ t∧τε

s

1

Pu(·, Ak)
1Ak

dLAk
u

vanishes. Consequently we may deduce from equation (5.2) and the Kunita-
Watanabe inequality

E
n∑
k=1

1

2

∫ t∧τε

s

(
ku
Pu

)2

(·, Ak) 1Ak
d〈M,M〉u

≤ E
n∑
k=1

[∫ t∧τε

s

ku
Pu

(·, Ak) 1Ak
αu d〈M,M〉u

]

≤ E

(∫ t∧τε

s

n∑
k=1

(
ku
Pu

)2

(·, Ak) 1Ak
d〈M,M〉u

) 1
2

E

(∫ t∧τε

s

α2
u d〈M,M〉u

) 1
2

,

which implies

E

∫ t∧τε

s

n∑
k=1

(
ku
Pu

)2

(·, Ak) 1Ak
d〈M,M〉u ≤ 4E

(∫ t∧τε

s

α2
u d〈M,M〉u

)
.

Now the proof may be completed by a monotone convergence argument. �

Let T and (P i,n)i,n≥0 be a family of partitions as in the proof of Lemma
5.1.3. We define for all n ≥ 0

Zn
t (ω, ω′) =

∑
i≥0

∑
A∈Pi,n

1]tni ,t
n
i+1](t)1A(ω′)

kt(ω,A)

Pt(ω,A)
.
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Note that Zn is (Ft⊗Gt)−predictable. We are now able to prove a converse
statement to Theorem 5.1.6. Observe first

Lemma 5.1.8. For PM−almost all (ω, t) ∈ Ω × R+ the discrete process
(Zm

t (ω, ·))m≥1 is an L2(Pt(ω, ·))−bounded martingale.

Proof. Every statement in the sequel is meant to hold for PM−a.a. (ω, t) ∈
Ω× R+.

Let m ≥ 0, l ≥ 0 and j be the natural number such that ]tm+1
l , tm+1

l+1 ] ⊂
]tmj , t

m
j+1]. We start by proving that on ]tm+1

l , tm+1
l+1 ] we have

EPt(ω,·)[Zm+1
t (ω, ·)|Pj,m] = Zm

t (ω, ·).

For this, let B ∈ Pj,m and A1, . . . , Ak ∈ P l,m+1 such that A1 ∪ . . .∪Ak = B.
Note that

EPt(ω,·)[1B(·)Zm+1
t (ω, ·)] = EPt(ω,·)

[
k∑
i=1

1Ai
(·) kt
Pt

(ω,Ai)

]

=
k∑
i=1

kt(ω,Ai)

= kt(ω,B)

= EPt(ω,·)[1B(·)Zm
t (ω, ·)]

on ]tm+1
l , tm+1

l+1 ]. Consequently the process (Zm
t (ω, ·))m≥1 is a martingale (with

respect to a filtration depending on t). The martingale property implies that
the sequence

∫
(Zn

t )2(ω, ω′) Pt(ω, dω
′) is increasing, and hence, by monotone

convergence,

sup
n
E

∫ ∫
(Zn

t )2(ω, ω′) Pu(ω, dω
′) d〈M,M〉t

= E

∫
sup
n

∫
(Zn

t )2(ω, ω′) Pu(ω, dω
′) d〈M,M〉t.

By Lemma 5.1.7 and Lemma 5.1.5 we have

sup
n
E

∫ ∫
(Zn

u )2(ω, ω′) Pu(ω, dω
′) d〈M,M〉u

= sup
n
E

∫
(Zn

u )2(ω, ω) d〈M,M〉u

= sup
n
E
∑
i≥0

∫ tni+1

tni

∑
A∈Pi,n

1A(ω)

(
kt(ω,A)

Pt(ω,A)

)2

d〈M,M〉u

≤ 4E

(∫
α2
u d〈M,M〉u

)
<∞.
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This shows that (Zn)n≥1 is an L2(Pt(ω, ·))−bounded martingale. �

We now will show that k can be chosen to be a signed measure. For this
we identify Pt(ω, ·) with another measure on a countable generator of G0

t−.
We then apply the result that two Banach space valued measures are equal
if they coincide on a generator stable for finite intersections.

Theorem 5.1.9. The kernel k may be chosen such that

G0
t− 3 A 7→ kt(ω,A) ∈ R,

is a signed measure which is absolutely continuous with respect to Pt(ω, ·)|G0
t−

,

for PM−a.a. (ω, t) ∈ Ω×[0,∞). This means that Condition 5.1.1 is satisfied.

Proof. Lemma 5.1.8 implies that (Zm
t (ω, ·))m≥1 is an L2(Pt(ω, ·))−bounded

martingale and hence, for a.a. fixed (ω, t), (Zm
t (ω, ·))m≥1 possesses a limit Z.

It can be chosen to be (Ft ⊗ Gt)−predictable. Take for example

Zt = lim inf
n

(Zn
t ∨ 0) + lim sup

n
(Zn

t ∧ 0).

Now define a signed measure by

k̃t(ω,A) =

∫
1A(ω′)Zt(ω, ω

′)dPt(ω, dω
′).

Observe that k̃t(ω, ·) is absolutely continuous with respect to Pt(ω, ·) and
that we have for all A ∈ Pj,m with j2−m ≤ t

k̃t(ω,A) = kt(ω,A)

for PM−a.a. (ω, t) ∈ Ω × R+. One may also interpret G0
t− 3 A 7→ k̃t(ω,A),

as an L2(M)−valued measure. By applying the stochastic integral operator,
we obtain an L2(Ω)−valued measure: G0

t− 3 A 7→
∫ t

0
k̃s(ω,A)dMs. Moreover,

Pt(ω,A) = P (A) +

∫ t

0

k̃s(ω,A)dMs + LAt (ω) (5.3)

for all A ∈
⋃
j2−m≤tPj,m. Since the LHS and both expressions on the RHS are

measures coinciding on a system which is stable for intersections, equation
(5.3) holds for all A ∈ G0

t−. Hence, by choosing kt(·, A) = k̃t(·, A) for all
A ∈ G0

t−, the proof is complete. �

Remark 5.1.10. Since k is determined up to PM−null sets, we may assume
that kt(ω, ·) is absolutely continuous relative to Pt(ω, ·) everywhere.
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5.2 Calculating examples

We close this chapter with some examples showing how (well known) infor-
mation drifts can be derived explicitly, based on the formalism of Theorem
5.1.6. To this end it is not always necessary to determine the signed measures
kt(ω, ·) on the whole σ−algebras G0

t , but only on some sub-σ-fields. This is
the case, for example, if

G0
t = F0

t ∨H0
t , 0 ≤ t ≤ T,

where (H0
t ) is some countably generated filtration on (Ω,F).

Now suppose that kt(ω, ·) is a signed measure on (H0
t−) satisfying

kt(ω, ·)
∣∣∣∣
H0

t−

� Pt(ω, ·)
∣∣∣∣
H0

t−

for PM−a.a (ω, t). Then we can show with the arguments of the proof of
Lemma 5.1.3 that there is an (Ft ⊗ Ht)−predictable process β such that
PM−a.e.

βt(ω, ω
′) =

dkt(ω, ·)
dPt(ω, ·)

∣∣∣∣
H0

t−

.

The information drift of (Gt) relative to (Ft) is already determined by the
trace of (βt). For the corresponding analogue of Theorem 5.1.6 we shall give
a more explicit statement.

Theorem 5.2.1. The process

αt(ω) = βt(ω, ω)

is the information drift of (Gt) relative to M .

Proof. Suppose T to be a stopping time such that MT is a martingale.
For 0 ≤ s < t, A ∈ H0

s and B ∈ F0
s we have to show

E
[
1A1B(MT

t −MT
s )
]

= E

[
1A1B

∫ t

s

βu(ω, ω) d〈M,M〉Tu
]
.
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For simplicity assume MT = M and observe

E [1A1B(Mt −Ms)] = E [1BPt(·, A)(Mt −Ms)]

= E

[
1B(Mt −Ms)

∫ t

0

ku(·, A) dMu

]
+E[1B(Mt −Ms)L

A
t ]

= E

[∫ t

s

1Bku(·, A) d〈M,M〉u
]

= E

[∫ t

s

∫
A

1B(ω)βu(ω, ω
′) dPu(ω, dω

′) d〈M,M〉u
]

= E

[
1A(ω)1B(ω)

∫ t

s

βu(ω, ω) d〈M,M〉u
]
,

where we used Lemma 5.1.5 in the last equation. �

Example 5.2.2. Let (Wt) be the standard Wiener process and (F0
t ) the filtra-

tion generated by (Wt). Moreover, let (Yt) be a Gaussian process independent
of F1 such that for each pair s, t with 0 ≤ s < t the difference Yt − Ys is in-
dependent of Yt. We denote by wt the variance of Yt.

We enlarge our filtration by

H0
t = σ(W1 + Ys : 0 ≤ s ≤ t) = σ(W1 + Yt) ∨ σ(Yt − Ys : 0 ≤ s ≤ t),

and put G0
t = F0

t ∨ H0
t , 0 ≤ t ≤ 1. Now observe that for all C ∈ σ(Yt − Ys :

0 ≤ s ≤ t) and Borel sets B ∈ B(R) we have

Pt(·, {W1 + Yt ∈ B} ∩ C) = P (C)

∫
1B(x+W1 −Wt + Yt) dP

∣∣∣∣
x=Wt

= P (C)

∫
1B(y + x)φ1−t+wt(y)dy

∣∣∣∣
x=Wt

= P (C)

∫
B

φ1−t+wt(y −Wt)dy, 0 ≤ t < 1,

where

φv(y) =
1

(2πv)
1
2

e−
y2

2v .

The function f(x, t) = P (C)
∫
B
φ1−t+wt(y − x)dy is differentiable in x and

satisfies
∂

∂x
f(x, t) = P (C)

∫
B

y − x

1− t+ wt
φ1−t+wt(y − x) dy
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for all 0 ≤ t < 1 and x ∈ R. By Ito’s formula

Pt(·, {W1 + Yt ∈ B} ∩ C) = f(0, 0) +

∫ t

0

∂

∂x
f(Ws, s) dWs + At, 0 ≤ t < 1,

where A is a process of bounded variation. Note that A is also a martingale,
and thus A = 0. Hence

kt(·, {W1 + Yt ∈ B} ∩ C)

= P (C)

∫
B

y −Wt

1− t+ wt
φ1−t+wt(y −Wt) dy

= P (C)

∫
1B(y + x)

y + x− x

1− t+ wt
φ1−t+wt(y) dy

∣∣∣∣
x=Wt(ω)

=

∫
{W1+Yt∈B}∩C

W1(ω
′) + Yt(ω

′)−Wt(ω)

1− t+ wt
dPt(ω, dω

′)

As a consequence

βt(ω, ω
′) =

kt(ω, dω
′)

Pt(ω, dω′)

∣∣∣∣
H0

t

=
W1(ω

′) + Yt(ω
′)−Wt(ω)

1− t+ wt
,

and by Theorem 5.2.1,

Wt −
∫ t

0

W1 + Ys −Ws

1− s+ ws
ds, 0 ≤ t < 1,

is a martingale relative to (Gt).
Similar examples can be found in [9], where the information drifts are

derived in a completely different way, though.

Example 5.2.3. Let (Wt) be the standard Wiener process and (Ft) the
Wiener filtration. We use the abbreviation W ∗

t = sup0≤s≤tWs and consider
the filtration enlarged by the random variable G = 1[0,c](W

∗
1 ), c > 0. Again

we want to apply Theorem 5.2.1 in order to obtain the information drift of
Gt = Ft ∨ σ(G). To this end let Zt = supt≤r≤1(Wr −Wt) and denote by pt
the density of Zt, 0 ≤ t < 1. Now,

Pt(·, G = 1) = P (W ∗
t ∨Wt + Zt ≤ c|Ft)

=

∫
1[0,c](y ∨ x+ Zt)dP

∣∣∣∣
x=Wt,y=W ∗

t

= 1[0,c](y)

∫ c−x

0

pt(z)dz

∣∣∣∣
x=Wt,y=W ∗

t

,
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for all 0 ≤ t < 1. Note that F (x, y, t) = 1[0,c](y)
∫ c−x

0
pt(z)dz is differentiable

in x for all 0 ≤ t < 1 and x ∈ R, and by Ito’s formula

Pt(·, G = 1) = F (0, 0, 0) +

∫ t

0

∂

∂x
F (Ws,W

∗
s , s) dWs + At, 0 ≤ t < 1,

where A is a process of bounded variation. Hence

kt(·, G = 1) =
∂

∂x
F (Wt,W

∗
t , t), 0 ≤ t < 1.

Similarly, we have

Pt(·, G = 0) = H(Wt,W
∗
t , t), 0 ≤ t < 1,

and

kt(·, G = 0) =
∂

∂x
H(Wt,W

∗
t , t), 0 ≤ t < 1,

where

H(x, y, t) = 1(c,∞)(y) + 1[0,c](y)

∫ ∞

c−x
pt(z)dz.

As a consequence, for all 0 ≤ t < 1,

βt(ω, ω
′) =

kt(ω, dω
′)

Pt(ω, dω′)

∣∣∣∣
σ(G)

= 1{1}(G(ω′))
∂

∂x
logF (Wt(ω),W ∗

t (ω′), t)

+ 1{0}(G(ω′))
∂

∂x
logH(Wt(ω),W ∗

t (ω′), t).



Chapter 6

Information drifts for the
Wiener filtration

With the help of the representation theorem of the previous chapter we com-
pute in this chapter explicit information drifts for enlargements of the Wiener
filtration. We will concentrate on initial enlargements by the terminal value
of some Markov process. The kernels appearing in the representation the-
orem will be derived with the Clark-Ocone formula. Therefore, we have to
assume that the Markov process is in some sense Malliavin differentiable.

Let (Ω,F , P ) be the canonical Wiener space and (Wt)t≥0 the Wiener
process. More precisely, Ω = C(R+,R), F is the σ-algebra of Borel sets with
respect to uniform convergence on compact sets of R+, P the Wiener measure
and W the coordinate process. We denote by (F0

t ) the natural filtration of
W and by (Ft) the natural filtration completed by the P -negligible sets. For
the rest of the chapter we fix a time horizon T > 0 and denote by λ[0,T ] the
Lebesgue measure on [0, T ].

6.1 Malliavin traces of differentiable processes

We use notations and concepts of Malliavin calculus as described in the book
by Nualart [38]. Only our definition of the ‘trace’ of a differentiable process
is different.

Let (Xt) be a process such that Xt ∈ D1,2 for all t ∈ [0, T ]. For a partition
∆ : 0 = t0 ≤ t1 ≤ . . . ≤ tn = T we define

Z∆
t =

n∑
i=1

1]ti−1,ti](t)DtXti .

64
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Definition 6.1.1. A process is called Malliavin trace of (Xt) and denoted by
(Tr(X)t) if for any sequence of partitions (∆n)n with meshsizes |∆n| tending
to 0 the sequence (Z∆n

)n converges to Tr(X) in L2(Ω× [0, T ]).

Example 6.1.2. (Chaos of first order)
Let f ∈ L2(R+) and Xt =

∫ t
0
f(s)dWs. It is known that for fixed t > 0

DsXt = f(s)

almost everywhere on Ω× [0, t]. Therefore, for any partition ∆

Z∆
t = f(t),

and hence the Malliavin trace coincides with f , i.e. Tr(X)t = f(t).

Example 6.1.3. Let Xt = |Wt|. We start by showing that DsXt = 1[0,t](s) sign(Wt),
where

sign(x) =

{
1, if x ≥ 0,
−1, else.

It is easy to verify that the Malliavin derivative of W 2
t satisfies DsW

2
t =

2 1[0,t](s)Wt. Now the idea is to apply the chain rule to |Wt| =
√
W 2
t , but

since the square root is not differentiable in 0 we have to use approximations.
For this let ψn denote the function which is equal to the square root on [ 1

n
,∞),

and which is extended in a way such that it is continuously differentiable in
1
n

and linear on (−∞, 1
n
]. The derivative then satisfies

d

dx
ψn(x) =

{
1

2
√
x
, if x > 1

n
,

1
√
n

2
, else,

and hence

Dsψ
n(W 2

t ) = DsW
2
t

d

dx
ψn(W 2

t ) =

{
1[0,t](s)sign(Wt), if W 2

t ≥ 1
n
,

1[0,t](s)Wt

√
n, else.

Now observe that for a constant C > 0 we have

E

∫ T

0

(
1{W 2

t ≤
1
n
}Dsψ

n(W 2
t )
)2

ds ≤ t P (W 2
t ≤

1

n
)
1

n
n

≤ t 2C
1√
n
,

and consequently Dsψ
n(W 2

t ) converges to 1[0,t](s) sign(Wt) in L2(Ω× [0, T ]).
Since ψn(W 2

t ) converges to Xt = |Wt| in L2(Ω), we have DsXt =
1[0,t](s) sign(Wt).
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We now show that the Malliavin trace of (Xt) satisfies Tr(X)t = sign(Wt).
For this note that the approximation

Z∆
t =

n∑
i=1

1]ti−1,ti](t)DtXti

=
n∑
i=1

1]ti−1,ti](t)1[0,ti](t)sign(Wti)

=
n∑
i=1

1]ti−1,ti](t)sign(Wti)

is uniformly bounded by 1. Moreover let

N = {(ω, t) ∈ Ω× [0, T ) : sign(ω) is not right-continuous in t}.

Then N is contained in the measurable set {(ω, t) : ωt = 0}. Since P (Wt =
0) = 0 for all t > 0, the set N is negligible with respect to P ⊗ λ[0,T ]. Dom-
inated convergence implies that for any sequence of partitions (∆n)n with
meshsize tending to 0 the approximations (Z∆n

)n converge to sign(Wt) in
L2(Ω× [0, T ]), and hence Tr(X)t = sign(Wt).

6.2 Initial enlargements by Markov processes

Let (Xt) be a Markov process with respect to (Ft), with values in R and with
transition function Ps,t. We assume that Xt belongs to D1,2 and that X has
a Malliavin trace Tr(X). In the sequel we compute explicitly the information
drift of filtrations given by

Gt =
⋂
s>t

Fs ∨ σ(XT ), 0 ≤ t ≤ T.

Most of the time we will work under the the following conditions:

(A1) Ps,t(x,A) is continuously differentiable in x with bounded derivative
for all A ∈ B, 0 ≤ s < t ≤ T ,

(A2) t 7→ d
dx
Pt,T (Xt, A) is right-continuous on [0, T ), A ∈ B,

(A3) the family (DsPr,T (Xr, A))0≤s≤t,0≤r≤t is uniformly integrable, 0 ≤ t <
T ,

(A4) the measure Ps,t(x, ·) is absolutely continuous and has a density ps,t(x, ·)
which is continuously differentiable in x ∈ R, 0 ≤ s < t ≤ T .



67

Property (A1) and the the chain rule (see f.e. Proposition 1.2.2 in [38]) imply
that Pt,T (Xt, A) belongs to D1,2 for all t < T and A ∈ B. Moreover we have

DsPt,T (Xt, A) = DsXt
d

dx
Pt,T (Xt, A).

With property (A4) this can be simplified to

DsPt,T (Xt, A) = DsXt

∫
A

d

dx
pt,T (Xt, y) dy.

Theorem 6.2.1. Let Condition (A1) - (A4) be satisfied. If B(R) → R, A 7→
Tr(X)t

d
dx
Pt,T (Xt, A) is a signed measure which is absolutely continuous with

respect to the measure P (XT ∈ dy|Ft), P ⊗λ[0,T ]-almost surely, then (Gt) has
an information drift µ relative to W , and µ is given by

µt = Tr(X)t
d

dx
log pt,T (Xt, XT ), 0 ≤ t ≤ T.

Proof. Let t < T and choose A ∈ B(R). Then

P [XT ∈ A|Ft] = Pt,T1A(Xt)

The Clark-Ocone formula leads to the integral representation

P [XT ∈ A|Ft] = P (XT ∈ A) +

∫ t

0

E [DsPt,T1A(Xt)|Fs] dWs,

where E [DsPt,T1A(Xt)|Fs] stands for the optional projection of the process
(DsPt,T1A(Xt))0≤s≤t. We aim at simplifying this projection.

Observe at first that for all r, q ∈ [0, T ) we have

E [DsPq,T1A(Xq)|Fs] = E [DsPr,T1A(Xr)|Fs]

almost surely on [0, r ∧ q]× Ω. Hence, for any partition ∆n of [0, t] we have

E [DsPt,T1A(Xt)|Fs] =
∑
∆n

1]ti−1,ti](s)E [DsPti,T1A(Xti)|Fs] ,

where the RHS is the optional projection of the sum∑
∆n

1]ti−1,ti](s)DsPti,T1A(Xti).
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This sum satisfies∑
∆n

1]ti−1,ti](s)DsPti,T1A(Xti)

=
∑
∆n

1]ti−1,ti](s)DsXti

d

dx
Pti,T1A(Xti)

=

(∑
∆n

1]ti−1,ti](s)DsXti

)(∑
∆n

1]ti−1,ti](s)
d

dx
Pti,T1A(Xti)

)
almost surely on the set Ω × [0, t]. If the meshsize of the partitions ∆n

converges to zero, then the factor on the left hand side in the last line of the
preceding equation converges to the trace Tr(X) in L2(Ω× [0, T ]). Along an
appropriate subsequence it converges almost surely and in order to simplify
notation, we assume the sequence itself to converge almost surely. Then, due
to (A2),

lim
n

∑
∆n

1]ti−1,ti](s)DsPti,T1A(Xti) = Tr(X)s
d

dx
Ps,T1A(Xs)

a.e. on Ω × [0, t]. Moreover, property (A3) implies that the limit of the
optional projections is equal to the optional projection of the limit, i.e.

E [DsPt,T1A(Xt)|Fs] = Tr(X)s
d

dx
Ps,T1A(Xs)

and thus

P [XT ∈ A|Ft] = P (XT ∈ A) +

∫ t

0

Tr(X)s
d

dx
Ps,T1A(Xs) dWs.

Now observe that

Tr(X)s
d

dx
log ps,T (Xs, y), y ∈ R,

is the density of the signed measure B(R) → R, A 7→ Tr(X)s
d
dx
Ps,T1A(Xs)

with respect to the measure B(R) → R, A 7→ Ps,T1A(Xs). As a consequence

ks(ω, dω
′)

Ps(ω, dω′)

∣∣∣∣
σ(XT )

= Tr(X)s(ω)
d

dx
log ps,T (Xs(ω), XT (ω′))

and by Theorem 5.2.1 we obtain as information on [0, t]

µs = Tr(X)s
d

dx
log ps,T (Xs, XT ),

and the proof is complete. �
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Remark 6.2.2. The result of Theorem 6.2.1 is not completely new. For
example one can find similar results in [6], where conditions similar to (A1)
- (A4) are used. Our proof, however, is based on Theorem 5.2.1, and therefore
different.

Example 6.2.3. (Chaos of first order) Let f ∈ L2(R+), Xt =
∫ t

0
f(s)dWs

and (Gt) the filtration (Ft) enlarged by XT . Note that (Xt) is a Markov
process with transition density

ps,t(x, y) =
1√

2πvs,t
e
− (y−x)2

2vs,t ,

where

vs,t = E

[(∫ t

s

f(u)dWu

)2
]

= E

[∫ t

s

f 2(u)du

]
.

For simplicity we assume that vs,t > 0 for each pair s, t with 0 ≤ s < t ≤ T .
One can easily verify that conditions (A1) - (A4) are satisfied and that

∂

∂x
log ps,t(x, y) =

∂
∂x
ps,t(x, y)

ps,t(x, y)
=
y − x

vs,t
.

Hence, by Theorem 6.2.1, the information drift µ of (Gt) relative to W is
given by

µt = Tr(X)t
XT −Xt

vt,T
= f(t)

∫ T
t
f(s)dWs

vt,T
, 0 ≤ t ≤ T.

Example 6.2.4. Let f ∈ L2(R+) and Xt =
∫ t

0
f(s)dWs + Y , where Y is

N (0, w)-distributed and independent of FT . The information drift of the
filtration enlarged by XT is equal to

µt = f(t)

∫ T
t
f(s)dWs + Y

vt,T + w
, 0 ≤ t ≤ T.

This can be deduced from the preceding example by choosing a function g such
that

∫ 2T

T
g2(t)dt = w. The noise caused by Y is equivalent to the noise caused

by
∫ 2T

T
g(t)dWt. For simplicity we assume Y =

∫ 2T

T
g(t)dWt. Now Example

6.2.3 implies the result.

Example 6.2.5. Suppose Xt = |Wt| and (Gt) is the filtration enlarged by the
random variable |WT |.
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Observe at first that the transition function of the homogeneous Markov
process (Xt) has the density

pt(x, y) =
1√
2πt

[
e−

(y−x)2

2t + e−
(y+x)2

2t

]
, for all x, y > 0.

Note that

d

dx
pt(x, y) =

1√
2πt

[
y − x

t
e−

(y−x)2

2t − y + x

t
e−

(y+x)2

2t

]
and therefore

d

dx
log pt(x, y) =

−x
t

+
y

t

[
e−

(y−x)2

2t − e−
(y+x)2

2t

e−
(y−x)2

2t + e−
(y+x)2

2t

]
=

−x
t

+
y

t
tanh(

xy

t
).

Properties (A1) and (A2) are satisfied. The Malliavin derivative can be writ-
ten as

DsPt,T1A(Xt) = DsXt
d

dx
Pt,T1A(Xt) = DsXt

∫
A

d

dx
pt,T (Xt, y) dy,

and (A3) is easily verified. As shown in Example 6.1.3, the Malliavin trace
satisfies Tr(|W |)t = sign(Wt), and hence the information drift is given by

µt = sign(Wt)

(
−|Wt|
T − t

+
|WT |
T − t

tanh

(
|Wt||WT |
T − t

))
= Wt

(
− 1

T − t
+

|WT |
|Wt|(T − t)

tanh

(
|Wt||WT |
T − t

))
.
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The general semimartingale model for finan-

cial markets

How do people take decisions when investing in some financial market? What
is the best way to invest money? Should I buy shares of stock corporations
or put my money in a bank account? Economists have developed a lot of
models in order to answer these questions. The common way to do this is
to determine the optimal portfolio in the framework of these models. A very
popular and very abstract model for which this has been done is the so-called
general semimartingale model for financial markets. We refer to the work of
Kramkov and Schachermayer for the most general results (see [35]). In the
following we present the main ideas of this model.

For simplicity we consider only a financial market with two assets: A
stock and a money market account. An investor is supposed to have the
possibility to buy or sell shares of the stock and to put a part of his money
on the money market account. The money market account is supposed to
be non-risky. For simplicity we assume the price of it to be constant. In
other words, we use the money market account as numeraire. We denote
the price process of the stock by S and we assume it to be a semimartingale
on a filtered probability space (Ω,F , (Ft), P ). Any investment strategy can
be represented by the number of shares θt the trader holds at time t. We
assume any strategy θ to be predictable relative to (Ft), and we interpret
the stochastic integral process (θ · S) as the gain process. For a given initial
wealth x ∈ R, x+ (θ · S)t is then the total wealth at time t.

In order to generate an optimal strategy, the model has to be completed
by some assumptions on the preferences of the investor. This is done in the
most common way: The investor’s preferences are supposed to be described
by some von Neumann-Morgenstern utility function U . More precisely, given
two pay-off functions X and Y , the trader will choose X if

E[U(X)] > E[U(Y )].

Recall that the utility function U is only unique up to affine transformations:
Given the linear map ψa,b : R → R, x 7→ ax + b, with a > 0 and b ∈ R, the
utility function ψa,b◦U gives rise to the same preference ordering. The trader
is supposed to maximize the utility of his wealth at some fixed time T > 0.
Hence, his maximal expected utility may be written as

u(x) = sup{EU(x+ (θ · S)T ) : θ is an allowed strategy},

where we still have to specify which strategies to allow. The investments θ∗

of the trader will be optimal if they satisfy EU(x + (θ∗ · S)T ) = u(x). Note
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that the value u(x) does not have any economic meaning. By choosing an
affine transformation of U , the value of u(x) may change. Nevertheless there
are some reasons for studying u(x).

The first reason is that it helps to find the optimal strategy θ∗, provided
it exists. Note that θ∗ remains optimal under affine transformations of U .
If there is no optimal strategy, then u(x) helps to find strategies being close
to the supremum. In this sense u(x) is a point of orientation indicating how
good a chosen strategy is.

Suppose the trader is given some additional information such that he
has not only access to (Ft), but that his information flow is given by some
bigger filtration (Gt). The maximal expected utility can help to calculate
some fair price of the additional information. For instance, let uF(x) and
uG(x) be the maximal expected utility for a trader whose strategies have to
be adapted to (Ft) and (Gt) respectively. q ∈ R will be called utility based
price if uF(x) = uG(x− q). We will come back to this topic in the beginning
of Chapter 10.

The model presented so far makes the crucial mathematical assumption
that the price process of the stock is a semimartingale. This assumption al-
lows us to use the powerful tool of stochastic calculus. However, are there any
economic or mathematical reasons justifying this assumption? Indeed, there
are some reasons which we give in this part of the thesis. To this end, we will
at first drop the assumption that S is a semimartingale. Moreover, we allow
only simple strategies, since we do not have general stochastic integration.

The main result of Chapter 7 will be the following: If the maximal ex-
pected utility u(x) is finite, then the process S is a semimartingale. Note
that the property of u(x) to be finite does not change under affine transfor-
mations of the utility function U . Hence this is a property depending only
on the preference ordering of our investor.

Once the semimartingale property is established, we can work with gen-
eral integrands again. In Chapter 8 we therefore compare simple with general
investment strategies. We will see that for continuous price processes the
general utility maximum can be attained by simple strategies.

In Chapter 9 we continue to investigate consequences of finite utility and
we derive further structure properties of the price process. For example, finite
utility implies the bounded variation part in the semimartingale decomposi-
tion to be nicely controlled by the martingale part.



Chapter 7

On the link between finite
utility, the no-arbitrage and the
semimartingale property

Delbaen and Schachermayer [10] establish a link between the (NFLVR) con-
dition and the semimartingale property of an asset price process on a financial
market. In this chapter we shall compare these two properties with a third
one: the boundedness of expected utility with respect to wealth processes
based on simple admissible integrands, and non-bounded utility functions.
For this we will distinguish two cases. At first we allow the wealth process to
be unbounded from below. After that we analyze the case where the wealth
has to stay above a certain level during the trading period. Our main result
roughly shows that boundedness of utility implies the semimartingale prop-
erty of the price process, regardless of whether his wealth has to be bounded
from below or not.

7.1 Basic definitions and properties

Here we collect the most important definitions, notations and conventions
needed throughout this part. Let (Ω,F , P ) be a probability space and
(Ft)0≤t≤T an arbitrary filtration satisfying the usual conditions, where T is
the finite time horizon. Suppose that S : [0, T ]× Ω → R is a stochastic pro-
cess. S will take the role of the asset price process on our financial market.
Throughout this chapter, we let S have cadlag paths and be adapted to (Ft).
For the moment we do not need any more assumptions. Only in the end of
the Section 7.2 we shall sometimes assume local boundedness of S.

The wealth of the agent on our market with information horizon (Ft)
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will be determined in the subsequent sections by simple investment strategies
(integrands) of the following form. A simple integrand is a linear combination
of processes of the form f1]T1,T2] where f is a bounded and FT1-measurable
random variable and T1 and T2 are finite stopping times with respect to
the filtration (Ft). The collection of simple integrands will be denoted by
S and the stochastic integral process of simple or more general predictable
integrands with respect to a cadlag process X by θ ·X. We now recall some
terminology introduced in [10].

Definition 7.1.1. Let θ be a strategy.

a) Let a ≥ 0. θ is called a-admissible if for all t ∈ [0, T ] we have (θ ·S)t ≥
−a almost surely. It will be called a-superadmissible if (θ · S)t > −a
almost surely.

b) θ is said to be admissible if it is a-admissible for some a ≥ 0.

We also recall some notions of arbitrage. For this we put

Ks = {(θ · S)T |θ ∈ S admissible}

and write Cs for the set of functions dominated by elements of Ks, i.e. Cs =
Ks − L0

+. Now let C = Cs ∩ L∞.

Definition 7.1.2. The process S is said to satisfy the no free lunch with
vanishing risk (NFLVR) property for simple integrands if

C̄ ∩ L∞+ = {0},

where C̄ denotes the closure of C in L∞. If the intersection contains more
than the trivial element 0, we say that S satisfies (FLVR) for simple inte-
grands.

For the general (NFLVR) condition, we refer to K defined as Ks just with
general (Ft)-predictable θ and with well defined stochastic integral.

If not stated otherwise in the sequel, we mean by a utility function a
function U : R → [−∞,∞) which is strictly concave and strictly increasing
on dom(U) = {y : U(y) > −∞}. We always assume that dom(U) is non-
empty, and we interpret the integral EU(x+ (θ ·S)T ) as the expected utility
from terminal wealth of a trader possessing initial wealth x and choosing the
strategy θ. Note that the integral might not exist. For ease of notation,
we use the convention EU(x + (θ · S)T ) = −∞ if both the positive and the
negative part of U(x + (θ · S)T ) have infinite expectation. Moreover, some
abbreviations will be helpful.
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Definition 7.1.3.

a) The maximal expected utility by using simple admissible strategies is
given by

s(x) = sup{EU(x+ (θ · S)T ) : θ ∈ S is admissible}.

b) If losses must not be smaller than a ≥ 0, we write

sa(x) = sup{EU(x+ (θ · S)T ) : θ ∈ S is a− admissible}.

c) Sometimes we will consider the maximum taken over all strategies, such
that the utility never becomes −∞. More precisely, if dom(U) 6= R,
c = sup{y ∈ R : U(y) = −∞} and x > c, we set

s+(x) = sup{EU(x+ (θ · S)T ) : θ ∈ S is (x− c)− superadmissible},

and if dom(U) = R, then s+(x) = s(x).

The following auxiliary results will be frequently used.

Lemma 7.1.4. Let x > sup{y : U(y) = −∞} and a > 0. Then

sa(x) = sup
ε>0

sa−ε(x).

Proof. Let x > sup{y : U(y) = −∞} and choose an a-admissible simple
strategy θ such that EU(x+ (θ · S)T ) > −∞. Put

θn = (1− 1

n
)θ

for all n ≥ 1. Clearly θn is (a− a
n
)-admissible. Now observe that by monotone

convergence

lim
n
E ([U(x+ (θn · S)T ) ∧ U(x)]− U(x))−

= E ([U(x+ (θ · S)T ) ∧ U(x)]− U(x))− ,

and

lim
n
E ([U(x+ (θn · S)T ) ∨ U(x)]− U(x))+

= E ([U(x+ (θ · S)T ) ∨ U(x)]− U(x))+ .
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Thus we obtain

lim
n
EU(x+ (θn · S)T ) = EU(x+ (θ · S)T ),

and this implies
sa(x) ≤ sup

ε>0
sa−ε(x).

Since the right hand side does obviously not exceed the left hand side, the
proof is complete. �

As an immediate consequence we obtain the following.

Corollary 7.1.5. If dom(U) 6= R, c = sup{y ∈ R : U(y) = −∞} and x > c,
then

s+(x) = sx−c(x).

7.2 Unbounded wealth

In this section we explore the relationship between finiteness of s(x) and the
semimartingale property of the price dynamics.

We start with a useful reformulation of the (FLVR) property.

Lemma 7.2.1. S satisfies the (FLVR) property for simple integrands if and
only if there is a sequence (θn)n≥0 of admissible simple integrands such that
the following two conditions are satisfied

i) fn = (θn·S)T , n ∈ N, converges a.s. to a nonnegative function f satisfying
P (f > 0) > 0 and

ii) ‖f−n ‖∞ → 0.

Proof. Let (fn) be a sequence satisfying i) and ii), and let α > 0 such that
P (f > α) > α. Egoroff’s theorem implies that there is a measurable set B
that satisfies P (Bc) ≤ 1 − α

2
, and is such that (1Bfn) converges uniformly

to 1Bf . Then (1Bf
+
n − f−n ) belongs to Cs, and converges uniformly to 1Bf .

Since P (1Bf > α) > α
2
, S satisfies (FLVR).

For the reverse direction, suppose that the (FLVR) property holds. Then
there is a sequence (θn)n∈N of simple integrands such that the integrals gn =
(θn · S)T , n ∈ N, satisfy

i’)‖g−n ‖∞ → 0 and

ii’) g+
n 9 0 in probability.
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One can find an α > 0 such that for any n ≥ 0 there exists a k ≥ n with
P (gk > α) > α. By taking a subsequence, still denoted by (gn)n∈N, we
assume that P (gn > α) > α holds for all n ≥ 0. From Lemma A.1.1 in [10]
we know that there are fn ∈ conv(gk : k ≥ n) converging almost surely to
some f with P (f > 0) > 0. Observe that every fn is still an integral of some
simple process with respect to S. i) and ii) follow and the claim is proven. �

The following proposition provides the link between the boundedness of
the agent’s utility for simple strategies and the (NFLVR) condition.

Proposition 7.2.2. Let U : R → [−∞,∞) be a utility function with limy→∞ U(y) =
∞. Then for all x > sup{y ∈ R : U(y) = −∞} (recall sup ∅ = −∞) the
following implication holds.

If s(x) <∞, then (NFLV R) for simple integrands.

Proof. Let x > sup{y ∈ R : U(y) = −∞}. Then there is a δ > 0 for
which x− δ > sup{y ∈ R : U(y) = −∞}. We put D = U(x− δ) ∧ 0 > −∞.
Suppose that the (NFLVR) property for simple integrands is violated. By
the preceding lemma we can find a sequence (θn)n∈N of admissible simple
integrands such that the final payoffs fn = (θn · S)T , n ∈ N, satisfy

i) fn = (θn · S)T → f a.s. , where f is nonnegative with P (f > 0) > 0 and

ii) ‖f−n ‖∞ → 0.

For n ∈ N we set εn = ‖f−n ‖∞. For all but finitely many n ∈ N we have
εn < δ. To simplify notation we assume that this holds for all n ∈ N. We
now define new simple integrands

πn =
δ

εn
θn

for all n ∈ N. It is clear that all the integrals (πn ·S)T exceed the bound −δ.
Furthermore the random variables U(x+ (πn · S)T ) are bounded from below
by the constant D. More formally,

U(x+ (πn · S)T ) = U(x+
δ

εn
(θn · S)T )

≥ U(x+
δ

εn
(−εn))

= U(x− δ)

= D > −∞.
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Since fn converges to the nontrivial nonnegative function f, one can find an
integer n0 and real numbers α > 0 and β > 0 such that

P ((θn · S)T > α) > β

for all n ≥ n0. This implies

lim inf
n→∞

E[U(x+ (πn · S)T )] = lim inf
n→∞

E[U(x+
δ

εn
(θn · S)T )]

≥ lim inf
n→∞

E[D1{(θn·S)T≤α}

+U(x+
δ

εn
α)1{(θn·S)T>α}]

≥ lim inf
n→∞

[D(1− β) + U(x+
δ

εn
α)β]

= ∞.

Thus s(x) = ∞, and hence the result. �

Remark 7.2.3. Proposition 7.2.2 holds in particular for all increasing func-
tions U with limy→∞ U(y) = ∞.

Combining Proposition 7.2.2 with the results of the fundamental paper
by Delbaen and Schachermayer [10] we obtain the intuitively plausible rela-
tionship between boundedness of the expected utility and the semimartingale
property for the asset price process.

Corollary 7.2.4. Let S be a cadlag and locally bounded adapted process,
U : R → [−∞,∞) a utility function with limy→∞ U(y) = ∞ and x > sup{y ∈
R : U(y) = −∞}. If s(x) < ∞, then S is a semimartingale with respect to
(Ft).

Proof. By Proposition 7.2.2, the process S satisfies the (NFLVR) property
for simple integrands. Theorem 7.2 in Delbaen and Schachermayer [10] states
that in this case S is already a semimartingale. Note that Delbaen and
Schachermayer [10] use a slight different definition of simple integrands. They
admit unbounded processes. But one can show that (NFLVR) for bounded
simple integrands is equivalent to (NFLVR) for all (possibly unbounded)
simple processes. �
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7.3 Wealth bounded from below

We can sharpen the result of the preceding Corollary 7.2.4. In fact, even if
the wealth process has to be positive at any time in the trading interval [0, T ],
we can show that boundedness of expected utility over all simple strategies
is sufficient for the semimartingale property of S to follow. To this end, we
need the next result, which is of interest for its own.

Theorem 7.3.1. Let S be a cadlag and locally bounded adapted process
indexed by [0, T ], U a utility function satisfying limy→∞ U(y) = ∞, x >
sup{y ∈ R : U(y) = −∞} and a > 0. If

sup{E[U(x+ (θ · S)T )] : θ ∈ S, a− admissible and |θ| ≤ 1} <∞,

then S is a semimartingale.

Our proof is similar to the one of Theorem 7.2 in Delbaen and Schacher-
mayer [10]. Since S is locally bounded we can find a sequence of stopping
times (Tn)n∈N such that the stopped processes STn are bounded. It is suffi-
cient to prove that each STn is a semimartingale. To put it simply we assume
that S is already bounded by some constant C. Our proof shall proceed in
two lemmas for which we suppose that the assumptions of Theorem 7.3.1
hold.

Lemma 7.3.2. Let Θ to be a set of simple integrands θ satisfying |θ| ≤ 1. If
{sup0≤t≤T (θ · S)−t : θ ∈ Θ} is bounded in L0, then the set {sup0≤t≤T (θ · S)+

t :
θ ∈ Θ} is also bounded in L0.

Proof. Suppose that {sup0≤t≤T (θ · S)+
t : θ ∈ Θ} is not bounded in L0.

Then one can find a sequence (cn)n∈N of real numbers and (θn)n∈N in Θ
satisfying cn →∞ and P (sup0≤t≤T (θn ·S)t > cn +2C) ≥ ε > 0 for all n ∈ N.
Since {sup0≤t≤T (θ · S)−t : θ ∈ Θ} is bounded in L0, there is a constant K for
which

sup
θ∈Θ

P ( sup
0≤t≤T

(θ · S)−t ≥ K) <
ε

2
.

Consider the stopping times

Tn = inf{t > 0 : (θn · S)−t ≥ K or (θn · S)t ≥ cn + 2C} ∧ T, n ∈ N.

We then have for n ∈ N

i) (θn 1[0,Tn] · S)T ≥ −K − 2C

ii) P ((θn 1[0,Tn] · S)T ≥ cn) ≥ ε
2
.
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We choose δ ∈ (0, a) such that U(x − δ) > −∞ still holds and a sequence
of real numbers (γn)n∈N with γn ∈ (0, 1) converging to 0 slowly enough to
guarantee γncn →∞. Now define new simple integrands by

πn =
δγn

K + 2C
1[0,Tn]θ

n, n ∈ N.

For all but finitely many n ∈ N we remark | δγn

K+2C
| ≤ 1, because γn → 0.

Without loss of generality we suppose |πn| ≤ 1, n ∈ N. The integrands πn

satisfy for all t ∈ [0, T ]

(πn · S)t =
δγn

K + 2C
(1[0,Tn]θ

n · S)t (7.1)

≥ δγn
K + 2C

(−K − 2C) ≥ −δγn
≥ −δ.

In particular, this means that πn is a-admissible and U(x + (πn · S)T ) is
bounded from below by the constant D = U(x− δ) > −∞. Now observe

P ((πn · S)T ≥
δγncn
K + 2C

) = P ((1[0,Tn]θ
n · S)T ≥ cn) >

ε

2
.

Put an = δγncn
K+2C

, n ∈ N, and note that an →∞ as n→∞. Hence

E[U(x+ (πn · S)T )] = E[U(x+ (πn · S)T )1{(πn·S)T<an}]

+E[U(x+ (πn · S)T )1{(πn·S)T≥an}]

≥ DP [(πn · S)T ) < an] + U(x+ an)P [(πn · S)T ≥ an]

≥ D(1− ε

2
) + U(x+ an)

ε

2
−→ ∞.

But this is in contradiction with the hypothesis sup{EU(x + (θ · S)T ) : θ ∈
S, a− adm. and |θ| ≤ 1} <∞. �

As in [10] one can show that the preceding lemma implies

Lemma 7.3.3. (Lemma 7.4. in [10]) The set

{
n∑
k=0

(STk+1
− STk

)2|n ∈ N, 0 ≤ T0 ≤ . . . ≤ Tn+1 ≤ T}

is bounded in L0.
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Proof of Theorem 7.3.1. We can now complete the proof of Theorem
7.3.1 as in [10]. The two preceding lemmas imply that S is a semimartingale
(proof of Theorem 7.2 in [10]). �

As an immediate consequence we obtain

Corollary 7.3.4. Let S be a cadlag and locally bounded adapted process,
U : R → [−∞,∞) a utility function with limy→∞ U(y) = ∞, x > sup{y ∈
R : U(y) = −∞} and a > 0. If sa(x) <∞, then S is a semimartingale with
respect to (Ft). In particular, if s+(x) <∞, then S is a semimartingale with
respect to (Ft).

7.4 Finite utility characterizes semimartingales

In Theorem 7.3.1 we saw that bounded utility via simple strategies θ, such
that |θ| ≤ 1, implies the process S to be a semimartingale. In this section we
show the converse: If S is a semimartingale, then there is a utility function
U with limy→∞ U(y) = ∞ such that by using simple strategies θ with |θ| ≤ 1
the maximal expected utility is finite.

Assume S to be a semimartingale and fix an initial wealth x. For sim-
plicity we assume x > 0. In the following we abbreviate

β = {(θ · S)T : θ ∈ S, such that |θ| ≤ 1}.

Since S is a semimartingale, the set β is bounded in L0, i.e.

lim
c→∞

sup
Y ∈β

P (|Y | ≥ c) = 0,

(see e.g. Section 9, Chapter III in [41]). Now choose a strictly decreasing
and convex function f : [0,∞) → R, such that limy→∞ f(y) = 0 and

f(c) ≥ sup
Y ∈β

P (|Y | ≥ c)

for all c ≥ 0. We define

U(y) =

{ √
1

f(y)
− 1

f(0)
, if y ≥ 0,

−∞, if y < 0.

Lemma 7.4.1. U is strictly increasing, concave, and satisfies limy→∞ U(y) =
∞. Moreover, on the interval [0,∞), U is the inverse of the function f−1 ◦ξ,
where

ξ : [0,∞) → (0, f(0)], y 7→ 1

y2 + 1
f(0)

.



83

Proof. Obviously U is strictly increasing. In order to prove concavity note

that the map ψ : (0, f(0)] → R, y 7→ −
√

1
y
− 1

f(0)
is convex and nondecreas-

ing. By standard arguments, see e.g. Theorem 5.1 in Rockafellar [43], also
the composition ψ ◦ f is convex, and hence U = −ψ ◦ f is concave.
The last assertion follows from the fact that the inverse (f−1 ◦ ξ)−1 is equal
to ξ−1 ◦ f . �

Theorem 7.4.2. U is a utility function such that for all a > 0

sup{E[U(x+ (θ · S)T )] : θ ∈ S, a− admissible and |θ| ≤ 1} <∞.

Proof. Let a > 0 and θ be an a-admissible simple strategy such that |θ| ≤
1. Since U(y) = −∞ for y < 0, we may assume that a.s. X = x+(θ ·S)T ≥ 0.
This implies

EU(X) =

∫ ∞

0

P (U(X) ≥ c) dc

=

∫ ∞

0

P (X ≥ U−1(c)) dc

≤
∫ ∞

0

f(U−1(c)) dc

=

∫ ∞

0

ξ(c) dc

=

∫ ∞

0

1

c2 + 1
f(0)

dc

< ∞,

and hence the result. �

Combining this with the results of the previous section we obtain a char-
acterization of semimartingales in terms of finite maximal expected utility.

Theorem 7.4.3. Suppose S to be a cadlag and locally bounded adapted pro-
cess indexed by [0, T ], x > 0 and a > 0. Then S is a semimartingale if
and only if there exists a utility function U , such that limy→∞ U(y) = ∞,
sup{y ∈ R : U(y) = −∞} = 0, and

sup{E[U(x+ (θ · S)T )] : θ ∈ S, a− admissible and |θ| ≤ 1} <∞.

Proof. This follows from Theorem 7.4.2 and Theorem 7.3.1. �



Chapter 8

Simple versus general strategies

In the preceding chapter we have seen that if the expected utility maximized
over the set of simple strategies is finite, the price process S is a semimartin-
gale. As a consequence, S is a stochastic integrator, and its stochastic in-
tegral is defined not only for simple integrands, but for a much wider class
of (Ft)-predictable processes. A natural question arising in this context is
the following: can a trader increase his optimal utility by using general S-
integrands? While this may be the case for discontinuous S, as is shown by
an example at the end of this chapter, its main result will prove that for
continuous asset price processes S the answer is no.

Besides the assumptions of the previous chapter we suppose throughout
this chapter that S is an (Ft)-semimartingale. We denote by A the set of all
(Ft)-predictable processes θ which satisfy θ0 = 0 and which are integrable
with respect to S in the sense of Protter (see Section 2, Chapter IV in [41]).
From now on we mean by strategy an element of A.

As in the previous chapter we use for all θ ∈ A the convention E[U(x +
(θ ·S)T )] = −∞ if both the negative and the positive part are not integrable.

Before stating the main result of this chapter, some preliminary steps are
in order.

8.1 Approximation by simple strategies

We next define quantities to be compared to the maximal expected utility
taken over simple strategies.

Definition 8.1.1. Let c = sup{y : U(y) = −∞} ∈ [−∞,∞), and fix an
initial wealth x > c. Then let

a) u(x) = sup{EU(x+ (θ · S)T ) : θ ∈ A is admissible},
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b) ua(x) = sup{EU(x+ (θ · S)T ) : θ ∈ A is a− admissible}, a ≥ 0.

c) If dom(U) 6= R, we set

u+(x) = sup{EU(x+ (θ · S)T ) : θ ∈ A is (x− c)− superadmissible},

and if dom(U) = R, then u+(x) = u(x).

Sometimes we will also write uF(x), and similarly uFa (x) and uF+(x), in
order to stress the filtration we are referring to.

Like for the maximal utility via simple integrands we can deduce the
following simplifications.

Lemma 8.1.2. Let x > sup{y : U(y) = −∞} and a > 0. Then

ua(x) = sup
ε>0

ua−ε(x).

Proof. Can be shown like Lemma 7.1.4. �

This implies immediately the following.

Corollary 8.1.3. If dom(U) 6= R, c = sup{y ∈ R : U(y) = −∞} and x > c,
then

u+(x) = ux−c(x).

It is known that stochastic integrals can be approximated by simple inte-
grals (since they can even be defined as their limit). If the underlying process
is continuous, then the approximating simple integrands can be chosen to be
admissible. This will be shown now.

Lemma 8.1.4. Suppose S is a continuous semimartingale. Let a > 0 and
θ be an a-admissible strategy. For all ε > 0 there is a sequence (θn) of
(a+ ε)-admissible simple strategies such that a.e. (θn ·S) converges to (θ ·S)
uniformly on [0, T ].

Proof. Let θ ∈ A be a-admissible and ε > 0. There is a sequence (πn)
of simple strategies such that a.e. the integrals (πn · S) converge to (θ · S)
uniformly on [0, T ] (see e.g. Theorem 2.12, Chapter IV in [42]). Now put

T n = inf{t ≥ 0 : (πn · S)t ≤ −a− ε} ∧ T

for all n ∈ N. Then the strategies

θn = 1[0,Tn]π
n

are simple and (a+ ε)-admissible. Observe that limn Tn = T a.s. and hence
(θn · S) converges to (θ · S) uniformly on [0, T ]. �
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8.2 dom(U) = R
Throughout this section we assume that U is a utility function with dom(U) =
R.

We now state and prove the first main result in this chapter.

Theorem 8.2.1. Let x ∈ R and a > 0. If S is continuous, then

ua(x) = sa(x).

Proof. By Lemma 8.1.2 it suffices to show that sa(x) ≥ ua−ε(x) for all
ε > 0. For this fix ε > 0 and choose an (a − ε)-admissible strategy θ. By
Lemma 8.1.4 there is a sequence (θn) of a-admissible simple strategies such
that (θn ·S) converges to (θ ·S) uniformly on [0, T ]. From Fatou’s lemma we
get

EU(x+ (θ · S)T ) ≤ lim inf
n

EU(x+ (θn · S)T )

≤ sa(x),

and hence the result. �

Corollary 8.2.2. If S is continuous, then for all x ∈ R

u(x) = s(x).

Proof. This follows from Theorem 8.2.1, since

u(x) = sup
a>0

ua(x)

= sup
a>0

sa(x)

= s(x).

�

8.3 dom(U) 6= R
Throughout this section let U be a utility function with dom(U) 6= R. For
simplicity we assume that sup{y : U(y) = −∞} = 0.

Theorem 8.3.1. Let x > 0. If S is continuous, then

ua(x) = sa(x) for all a ∈ (0, x].
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Proof. Let θ be a-admissible. Then it must satisfy

(θ · S)T ≥ −x, a.s.

Consider now the strategies

θn = (1− 1

n
)θ, n ∈ N.

Notice that θn is (x− x
n
)-admissible. In particular

(θ · S)T ≥ −x+
x

n
, a.s.

and hence U(x + (θn · S)T ) is bounded from below for all n ∈ N. As in the
proof of Lemma 7.1.4 one can deduce that

lim
n
EU(x+ (θn · S)T ) = EU(x+ (θ · S)T ).

Therefore it is sufficient to show for all n ∈ N

EU(x+ (θn · S)T ) ≤ sa(x).

To this end fix n ∈ N. By Lemma 8.1.4 we can choose a sequence (πk) of
(x− x

2n
)-admissible simple strategies such that (πk ·S)k≥1 converges to (θn ·S)

uniformly on [0, T ]. Note that for all k ≥ 1

x+ (πk · S)T ≥
x

2n
> 0,

and hence by Fatou’s Lemma

EU(x+ (θn · S)T ) ≤ lim inf
k

EU(x+ (πk · S)T )

≤ sa(x).

Thus the proof is complete. �

From the preceding theorem one can deduce the following.

Corollary 8.3.2. Let x > 0. If S is continuous, then

u+(x) = s+(x).

Proof. The preceding theorem implies together with Corollaries 7.1.5 and
8.1.3

u+(x) = ux(x) = sx(x) = s+(x),
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and thus the result. �

For utility functions with dom(U) 6= R it may happen that u(x) is not
equal to s(x). This will be shown in Example 13.3.3. However, if S does not
allow arbitrage, then under all utility functions the maximal utility u(x) can
be attained by simple strategies. To this end we need the following auxiliary
result.

Proposition 8.3.3. Let S be a continuous semimartingale satisfying (NFLVR).
If (θ · S)T ≥ −a a.s, then the process θ is a-admissible.

Proof. For every ε > 0 define a stopping time by

τε = inf{t > 0 : (θ · S)t = −a− ε} ∧ T.

Suppose θ is not a-admissible. Then for some ε > 0 we must have P (τε <
T ) > 0. The strategy π = 1]τε,T ]θ satisfies

(π · S)T = 1{τε<T}[(θ · S)T − (θ · S)τε ] ≥ 0,

P ((π · S)T > 0) = P (τε < T ) > 0.

Hence π is an arbitrage opportunity. But this is a contradiction to (NFLVR).
�

Theorem 8.3.4. Suppose S satisfies the (NFLVR) condition and x > 0. If
S is continuous, then

u(x) = s(x).

Proof. Let θ be admissible and EU(x + (θ · S)T ) > −∞. Then it must
satisfy

(θ · S)T ≥ −x, a.s.

Proposition 8.3.3 implies that θ is x-admissible, and thus we have u(x) =
ux(x) and s(x) = sx(x). Now Theorem 8.3.1 yields the result. �

We close this section with an example inspired by Example 7.5 in [12] and
showing that in the previous results the requirement that S is continuous
cannot be dropped.

Example 8.3.5. Let (Xn)n∈N be a sequence of Gaussian unit variables and
(φn)n∈N a sequence of random variables satisfying P (φn = 1) = 2−n and
P (φn = 0) = 1 − 2−n. Furthermore suppose that Z is a random variable
with distribution P (Z = a) = P (Z = b) = 1

2
, where 0 < a < 1 and b >
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1. We assume that all these random variables are independent. Choose an
enumeration (qn)n∈N of the rationals in [0, 1[. The process defined by

S = 1[0,1[(t) + Z 1{1}(t) +
∑

{n:qn≤t}

φnXn, 0 ≤ t ≤ 1,

is cadlag. We start by showing that S is a semimartingale satisfying the
(NFLVR) property. For this purpose denote by P̃ the restriction of P to
σ(Z). It is obvious, that there is a probability measure Q̃ ∼ P̃ on σ(Z)
such that the expectation of Z with respect to Q̃ is equal to 1. Note that the

extension dQ = dQ̃

dP̃
dP is a probability measure such that

i) Q = Q̃ on σ(Z),

ii) Q = P on σ(φnXn, n ∈ N) and

iii) Q ∼ P .

Hence the process S is a Q-martingale with respect to its natural filtration.
By the fundamental theorem of asset pricing (see Corollary 1.2 in [12]) this
implies that S is a semimartingale satisfying the (NFLVR) property.

As in Example 7.5 in [10] one can show that θ = 0 is the only simple
integrand which is admissible for S. Hence, for x > sup{y : U(y) = −∞}
and a > 0 we have

sa(x) = U(x).

However, the non-simple strategy θ = 1{1} has as final payoff

x+ (θ · S)1 = x+ (S1 − S−1) = x+ (Z − 1) a.s.

Now choose x, a and b such that

EU(x+ (θ · S)1) =
1

2
U(x+ a− 1) +

1

2
U(x+ b− 1) > U(x).

For example if U = log, x = 1, a and b are such that ab = e2, then

EU(x+ (θ · S)1) =
1

2
log(a) +

1

2
log(b) =

1

2
log(ab) = 1 > 0 = U(x).

Thus we have

ua(x) 6= sa(x), u+(x) 6= s+(x)

and
u(x) 6= s(x).



Chapter 9

Finite utility and drift densities

In Chapter 7 we have seen that finite utility via simple strategies implies
the price process to be a semimartingale. In this chapter we continue to
investigate the implications of bounded utility. We will see that one can
deduce even more structure properties of the price dynamics. With the help
of the results in Chapter 8 we will derive that continuous price processes can
be decomposed into S = M + α · 〈M,M〉 such that

∫ T
0
α2 d〈M,M〉 < ∞,

almost surely.

9.1 Existence of drift densities

According to the previous chapters bounded utility for an agent implies the
semimartingale property. Ansel and Stricker show in [4] that under the (NA)
condition for simple integrands, the process of bounded variation in the Doob-
Meyer decomposition of S must be controlled by the martingale (uncertainty)
part M of S, i.e. there is an (Ft)−predictable process α such that

S = M + α · 〈M,M〉. (9.1)

Delbaen and Schachermayer [12] extend this result and they show, although
they do not mention it explicitly, that the implication still holds if one can
exclude only 0-admissible arbitrage strategies. From this result we will de-
duce that boundedness of maximal utility implies a decomposition of the
form (9.1) to exist.

Throughout this section we suppose S to be a locally bounded semi-
martingale. As a consequence S is a special semimartingale with unique
Doob-Meyer decomposition

S = S0 +M + A,
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where A is a predictable process of locally bounded variation with A0 =
0. Moreover, the bracket process [M,M ] is locally bounded, and hence the
oblique bracket 〈M,M〉 exists. Note that, since M0 = 0, we have [M,M ]0 =
〈M,M〉0 = 0.

We start with a useful result, which can be deduced from Theorem 2.3 in
[12].

Lemma 9.1.1. The process A is of the form

dA = α d〈M,M〉,

for some predictable process α if and only if for each strategy θ, such that
|θ| ∈ {0, 1}, the relation θ · 〈M,M〉 = 0 implies θ · A = 0.

This result allows us to state the following lemma.

Lemma 9.1.2. If A is not of the form dA = α d〈M,M〉, then there exists a
0-admissible arbitrage strategy.

Proof. If A is not of the form dA = α d〈M,M〉, then by Lemma 9.1.1 we
can find a strategy θ with values in {−1, 0, 1} such that θ · 〈M,M〉 = 0 and
(θ · A) 6= 0. Obviously this implies the stochastic integral (θ ·M) to vanish.
An application of Theorem 2.1, ii) in [12] yields that there are two disjoint,
predictable sets C and D in Ω× R+ such that

(θ · A)t =

∫ t

0

(1C − 1D)|d(θ · A)|.

Now put
ζ = 1Cθ − 1Dθ,

and observe that (ζ · S) = (ζ · A). Moreover, for all t ≥ 0,

(ζ · A)t = (1Cθ · A)t − (1Dθ · A)t

=

∫ t

0

1C(1C − 1D) |d(θ · A)|+
∫ t

0

1D(1C − 1D) |d(θ · A)|

=

∫ t

0

1C |d(θ · A)|+
∫ t

0

1D |d(θ · A)|

=

∫ t

0

|d(θ · A)|

≥ 0,

and hence ζ is 0-admissible. Since (ζ · A)T =
∫ T

0
|d(θ · A)| > 0 with positive

probability, the proof is complete. �
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Remark 9.1.3. The proof of the preceding lemma is inspired by Theorem
3.5 in [12].

Lemma 9.1.2 allows to establish the link between boundedness of maximal
expected utility and the existence of a decomposition of the form (9.1).

Theorem 9.1.4. Let U be a utility function with limy→∞ U(y) = ∞ and
x > sup{y : U(y) = −∞}. If u0(x) <∞, then S has a decomposition of the
form (9.1). In particular this implication holds true if u+(x) is finite.

Proof. Assume that there is no decomposition of the form (9.1). Then,
by Lemma 9.1.2, one can find a 0-admissible arbitrage strategy θ. The blown
up strategies

θn = n θ

remain 0-admissible and satisfy

lim
n
EU(x+ (θn · S)T ) = ∞.

This implies u0(x) = ∞, and hence the result. �

9.2 Instantaneous infinite utility

In this section, we establish a relationship between the intensity of the in-
trinsic drift α · 〈M,M〉 of S and the boundedness of expected utility. We
shall prove that if this drift has an instantaneously infinite increase at some
stopping time T ′, then at this same time there is an equally infinite increase
of expected utility with respect to unbounded utility functions. Due to close
connections between (NFLVR) and finite utility, explained in Chapter 7, our
treatment will in some parts heavily rely on similar arguments in Delbaen
and Schachermayer [12].

This is the case in the following lemma in which a link between infinite
intrinsic drift and the existence of admissible strategies inducing large wealths
is established.

Lemma 9.2.1. Suppose P (
∫ T

0
α2d〈M,M〉 = ∞) = η > 0. Then for all

a, ξ > 0 we can find an a-admissible strategy θ such that P ((θ · S)T ≥ 1) ≥
η − ξ.

Proof. Let a, ξ > 0. We set R = 2(1+a)2

ξ a2 . By monotone convergence

lim
n→∞

P

(∫ T

0

1{|α|≤n}α
2
s d〈M,M〉s ≥ R

)
≥ η.
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Hence we may choose n such that

R ≤
∫ T

0

1{|α|≤n}α
2
s d〈M,M〉s <∞

on a measurable set B with P (B) ≥ η − ξ
2
. Define

T1 = inf

{
t ≥ 0

∣∣∣∣ ∫ t

0

1{|α|≤n}α
2
s d〈M,M〉s ≥ R

}
∧ T.

Then the strategy θ = 1+a
R
α1[0,T1]1{|α|≤n} satisfies

∫ T

0

θ2 d〈M,M〉 =
(1 + a)2

R2

∫ T1

0

1{|α|≤n}α
2
s d〈M,M〉s (9.2)

≤ (1 + a)2

R
, (9.3)

∫ T

0

|θsαs| d〈M,M〉s ≤ 1 + a

R

∫ T1

0

1{|α|≤n}α
2
s d〈M,M〉s (9.4)

≤ 1 + a, (9.5)

∫ T

0

θsαs d〈M,M〉s = 1 + a on the set B. (9.6)

The first two properties show that θ is S-integrable. By Doob’s L2-inequality
(see Proposition 1.7, chapter II in Revuz, Yor [42]) we obtain

P ((θ ·M)∗T ≥ a) ≤ 1

a2
sup

0≤t≤T
E|(θ ·M)t|2

≤ (1 + a)2

Ra2
=
ξ

2
.

We will now stop θ at

T2 = inf{t ≥ 0|(θ ·M)t ≤ −a} ∧ T1.

Then, according to the third property,

P ((θ1[0,T2] · S)T ≥ 1) ≥ P

(∫ T2

0

θsαs d〈M,M〉 ≥ 1 + a, (θ ·M)∗T < a

)
≥ P (B)− P ((θ ·M)∗T ≥ a)

≥ (η − ξ

2
)− ξ

2
= η − ξ.
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Thus the claim is proved. �

As an immediate consequence of the preceding lemma, an infinite drift
with positive probability entails free lunches.

Corollary 9.2.2. If
∫ T

0
α2d〈M,M〉 = ∞ on a set with positive probability,

then S satisfies (FLVR).

We are mainly interested in another consequence of the lemma: Infinite
drift with positive probability also implies that the expected utility becomes
infinite.

Theorem 9.2.3. Suppose U is a utility function satisfying limy→∞ U(y) =
∞. If ∫ T

0

α2d〈M,M〉 = ∞

on a set with positive probability, then for all a > 0 and x > sup{y : U(y) =
−∞} we have

ua(x) = ∞.

Proof. Choose a > 0 and x > sup{y : U(y) = −∞}. By possibly reducing
a we may assume that D = U(x − a) > −∞. By Lemma 9.2.1 there is an
α > 0 and a sequence (θn)n∈N of a-admissible strategies satisfying

P ((θn · S)T ≥ n) > α.

Since U(x) →∞, we obtain

lim inf
n→∞

EU(x+ (θn · S)T ) ≥ lim inf
n→∞

U(x+ n)α + D (1− α)

= ∞,

which proves the theorem. �

Remark 9.2.4. Theorem 9.2.3 neither follows from the preceding corollary
nor from the ‘Immediate Arbitrage Theorem’ of Delbaen and Schachermayer
in [12]. This is because there are situations where (NA) is violated, but ua(x)
is finite for some a.

In the preceding findings about infinite utility the agent may need an arbi-
trarily long time to obtain unbounded utility. For completeness, we shall now
generalize this to arbitrarily short time intervals after a stopping time. The
following notion is related to the notion of immediate arbitrage (Definition
3.2 in [12]).
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Definition 9.2.5. Let U be a utility function with limy→∞ U(y) = ∞ and
x > sup{y : U(y) = −∞}. The semimartingale S admits instantaneous
infinite utility at the stopping time T̃ , where we suppose P (T̃ < T ) > 0, if
for all ε > 0

sup
A3θ adm.

EU(x+ (θ1]T̃ ,T̃+ε] · S)T ) = ∞.

Theorem 9.2.6. (Instantaneous infinite utility)
Suppose T̃ is a stopping time with P (T̃ < T ) > 0. If∫ (T̃+ε)∧T

T̃

α2 d〈M,M〉 = ∞ for all ε > 0,

then S admits immediate infinite utility at time T̃ .

Proof. Let ε > 0. We define S ′t = St∧T̃+ε − St∧T̃ , 0 ≤ t ≤ T . The
semimartingale S ′ satisfies the conditions of Theorem 9.2.3. Hence it admits
infinite utility. Let (θn)n∈N be a sequence with limn→∞EU(x+(θn·S ′)T ) = ∞.
On the interval ]T̃ ∧ T, (T̃ + ε) ∧ T ] the process S ′ coincides with S. Hence
θn · S ′ = θn1]T̃∧T,(T̃+ε)∧T ] · S. The claim is now obvious. �

Conclusion

In this chapter we have seen other properties to follow from finite utility.
With the results of all three chapters in Part II we now know that the max-
imal expected utility can only be finite if S is semimartingale and has a
decomposition with a bounded variation part nicely controlled by the mar-
tingale part.

The next theorem summarizes the main results obtained so far.

Theorem 9.2.7. (Structure properties implied by finite utility)
Let S be an arbitrary continuous stochastic process indexed by [0, T ], U a
utility function with limy→∞ U(y) = ∞ and x > sup{y : U(y) = −∞}. If
s+(x) is finite, then S is a semimartingale with decomposition of the form
S = S0 + M + α · 〈M,M〉, where M is a local martingale starting in zero

and
∫ T

0
α2 d〈M,M〉 < ∞, a.s. Moreover expected utility maximized over

general admissible strategies is also finite and given by s+(x), i.e. we have
u+(x) = s+(x).

Proof. This follows by combining Corollary 7.3.4, Theorem 9.1.4, Theo-
rem 9.2.3 and, depending on the domain of U , Theorem 8.2.1 or Corollary
8.3.2. �
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Recall that θ0 = 0 for all θ ∈ A. Therefore (θ ·S)t = (θ · (S−S0))t, t ≥ 0,
and we assume without loss of generality that S starts in zero.

In the remaining chapters we will always suppose the price process to be
of the form S = M + α · 〈M,M〉, where M is a continuous local martingale

starting in zero and
∫ T

0
α2 d〈M,M〉 < ∞, a.s. This, of course, makes our

analysis easier.



Part III

Comparing investors
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Chapter 10

Comparison of investors with
different utility

In the framework of the general semimartingale model for financial markets
we now compare investors who possess different information. Again the in-
formation or more precisely, the information flow is represented by filtrations.
Thus, an investor with information (Ft) will only use investment strategies
being predictable with respect to (Ft). As in Part II we denote by uF(x) the
maximal expected utility of an investor whose information is given by (Ft).

We first give some economic motivation for comparing the maximal ex-
pected utility of different traders. We then explain why this is possible in
the framework of the general semimartingale model.

10.1 Why a comparison is useful

Consider the following situation on a market of assets whose prices are in-
fluenced by the climate: A trader investing on this market asks a climate
expert for some prognosis of the weather. How much can the expert demand
for his consultations? What is the value of the expert’s knowledge - from the
trader’s point of view?

Suppose that in the beginning the trader has initial wealth x and infor-
mation (Ft). The expert proposes to advise him for the price p. Let (Gt)
denote the filtration the trader would have if the expert gave him the extra
information. Our trader will pay p if uG(x − p) > uF(x), and he will reject
the offer if uG(x− p) < uF(x). The price q satisfying

uG(x− q) = uF(x),

is called utility based price of the extra information. It is the monetary value
of the expert’s knowledge from the trader’s point of view.
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Another typical situation with asymmetric information among traders is
given if insider trading takes place. An insider is a trader who has access
to secret information concerning, for example, the development of a firm
or a stock corporation. Think of a member of the board. If he had the
permission of buying or selling shares of his firm, how big would his advantage
be compared to a normal trader? Again, the utility based price measures the
additional utility in terms of money.

In order to determine the utility based price, one has to calculate the max-
imal expected utility under different filtrations. Essentially, this is what this
part is about. We will provide methods to calculate the maximal expected
utility for enlarged filtrations. To this end we will give formulas describing
the additional utility ∆u(x) = uG(x) − uF(x), when the information of a
trader increases from (Ft) to (Gt). Under affine transformations of the utility
function U the value of the additional utility changes. Therefore, it has no
absolute economic meaning, only relative to the choice of the utility func-
tion. The calculation of ∆u(x) can be understood as an auxiliary step in the
determination of the monetary value of the extra information. Examples for
the calculation of the monetary value of extra information can be found in
Amendinger et al. [1].

10.2 Why a comparison is possible

Let (Ft) and (Gt) be two filtrations satisfying the usual conditions and sup-
pose Ft ⊂ Gt, t ≥ 0. Let S be a continuous stochastic process being a
semimartingale for both (Ft) and (Gt), and let θ be (Ft)-predictable such
that the stochastic integral (θ · S) exists with respect to (Ft). In contrast to
what one would expect, it can happen that under the bigger filtration (Gt)
the stochastic integral of (θ · S) does not exist. An example can be found in
Jeulin’s book ([32], page 46-47).

In the context of financial markets with insiders this would mean: There
are strategies which can be used by the normal trader, but not by the insider.
This is of course a paradoxical situation which has to be excluded.

We give now a sufficient condition under which every (Ft)-integrable pro-
cess is also integrable with respect to (Gt). For this let M be a continuous
(Ft)-local martingale. We write (θ ·F M) and (θ ·G M) for the stochastic
integral processes computed under the filtrations (Ft) and (Gt) respectively.

Theorem 10.2.1. Suppose an information drift µ of (Gt) relative to M exists
and that

∫∞
0
µ2
t d〈M,M〉t < ∞, almost surely. Let θ be an (Ft)-predictable

process for which the stochastic integral (θ ·F M) exists. Then also (θ ·G M)
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exists, and we have
(θ ·F M) = (θ ·G M).

Proof. If θ is bounded, then the result follows immediately from Theorem
33, Chapter IV in [41].

Now suppose that θ is an arbitrary (Ft)-predictable process such that
(θ ·F M) exists. By stopping appropriately we may assume θ ∈ L2(M), i.e.
E
∫∞

0
θ2
t d〈M,M〉t <∞. For n ≥ 1 let

θn = (θ ∧ n) ∨ −n.

By the Burkholder-Davis-Gundy Inequality there exists a constant C > 0
such that

E

[
sup
t≥0

|((θ − θn) ·F M)t|2
]
≤ C E

〈
((θ − θn) ·F M), ((θ − θn) ·F M)

〉
∞

= C E

∫ ∞

0

(θ − θn)2 d〈M,M〉,

and monotone convergence implies

lim
n

(θn ·F M) = (θ ·F M).

Similarly one obtains limn(θ
n ·G M̃) = (θ ·G M̃), where M̃ = M − µ · 〈M,M〉

is a (Gt)-local martingale.
By the Kunita-Watanabe Inequality we have∫ ∞

0

θµ d〈M,M〉 ≤
(∫ ∞

0

θ2 d〈M,M〉
) 1

2
(∫ ∞

0

µ2 d〈M,M〉
) 1

2

.

Therefore the integral of θ with respect to the bounded variation process µ ·
〈M,M〉 exits. One can even show that limn

∫∞
0
θnµ d〈M,M〉 =

∫∞
0
θµ d〈M,M〉

which implies that limn(θ
n ·G M) = (θ ·G M). Since by the first part of the

proof (θn ·G M) = (θn ·F M) for all n ≥ 1, we obtain the result. �

Suppose again that the continuous stock price process S is a semimartin-
gale for both filtrations (Ft) and (Gt). Let the bounded variation part in

both decompositions be of the form α · 〈M,M〉, where
∫ T

0
α2 d〈M,M〉 < ∞

almost surely. By the preceding theorem a trader with information (Gt) can
use every strategy of a trader with information (Ft). Moreover, the wealth
process resulting from an (Ft)-strategy is the same under both filtrations.

Recall that by Theorem 9.2.7 finite expected utility implies the drift to be
locally square integrable. Hence among traders with finite utility the inter-
pretation of wealth processes under different filtrations causes no problem.
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Remark 10.2.2. We applied Theorem 10.2.1 already in Lemma 4.5.3 with-
out mentioning it explicitly.

In the following we omit again the filtration in the definition of the stochas-
tic integrals.



Chapter 11

Monotone utility convergence

In this chapter we study sequences of increasing strategy sets and observe the
related maximal expected utility. We show, indeed, that the maximal utility
satisfies a monotone continuity property if the price process is continuous.
In the last section we sketch some possible applications of this property.

Let (Gnt ) be a sequence of increasing filtrations satisfying the usual condi-
tions. Moreover let S be a continuous process such that S is a semimartingale
relative to (Gnt ), for all n ≥ 0. The smallest filtration satisfying the usual
conditions and containing every filtration (Gnt ) is given by

Gt =
⋂
s>t

σ (Gns : n ≥ 1) .

Throughout this chapter we suppose that S is a continuous (Gt)-semimartin-
gale with decomposition

St = Mt +

∫ t

0

αs d〈M,M〉s,

where M is a (Gt)-local martingale starting in zero and α a (Gt)-predictable

process satisfying
∫ T

0
α2
t d〈M,M〉t < ∞, a.s. For the existence of such a

decomposition we refer to Theorem 9.2.7.
Since the sequence (Gnt ) is increasing, the sequence of the related maximal

expected utility is also increasing. And, as will be shown below, it satisfies
a monotone convergence property. In order to make our analysis easier,
we distinguish between the domains of our utility functions. We will at
first consider the case dom(U) = R, and then dom(U) 6= R. Recall that
uF(x) denotes the maximal expected utility of a trader who possesses initial
wealth x and who is allowed to use only (Ft)-predictable admissible strategies.
Similarly, we write uFa (x) and uF+(x), in order to stress the filtration we are
referring to.
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11.1 Convergence in the case dom(U) = R
Throughout this section we assume dom(U) = R.

We start with the observation that the utility maximum can be attained
by using strategies in L2(M). We denote by L2

F(M) the set of all (Ft)-
predictable processes θ ∈ L2(M).

Lemma 11.1.1. Let x ∈ R and a ∈ (0,∞). Then

uFa (x) = sup{EU(x+(θ·S)T ) : θ ∈ L2
F(M)∩A, (a−ε)−adm. for some ε > 0}.

Proof. Obviously the RHS is not bigger than the LHS. For the reverse
inequality choose ε > 0 and an (a−ε)-admissible strategy θ satisfying EU(x+
(θ ·S)T ) > −∞. By Lemma 8.1.2 it is sufficient to show that EU(x+(θ ·S)T )
is not greater than the RHS. Since θ is S-integrable, the stopping times

Tn = T ∧ inf{t ≥ 0 :

∫ t

0

θ2
r d〈M,M〉r ≤ n}

converge almost surely to T for n→∞. Note that the strategies

θn = 1[0,Tn]θ

are (a− ε)-admissible and belong to L2
F(M). Fatou’s Lemma implies

lim inf
n

EU(x+ (θn · S)T ) ≥ EU(x+ (θ · S)T ),

and thus the result. �

We start by showing that the sequence
(
uG

n

a (x)
)

satisfies a monotone
convergence property.

Theorem 11.1.2. Let x ∈ R and a ∈ (0,∞). Then

lim
n
uG

n

a (x) = uGa (x).

Proof. Let θ ∈ L2
G(M) be (a− ε)-admissible. The stopping times

τk = T ∧ inf{t ≥ 0 :

∫ t

0

α2
s d〈M,M〉s ≥ k}

converge to T , a.s, and hence

lim inf
k

EU(x+ (θ · S)τk) ≥ EU(x+ (θ · S)T ).
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By Lemma 11.1.1 it suffices to show that for all k ≥ 1, EU(x + (θ · S)τk) is
not greater than supn u

Gn

a (x). To simplify notation we assume that τk = T
for some k.

Now let θn be the projection of θ onto L2
Gn . Note that by Doob’s inequality

there is a constant C > 0, such that

E((θn − θ) · S)∗T ≤ E((θn − θ) ·M)∗T + E((θn − θ)α · 〈M,M〉)∗T
≤ ‖((θn − θ) ·M)∗T‖2 + E((θn − θ)α · 〈M,M〉)∗T
≤ C ‖((θn − θ) ·M)T‖2 + E(|θn − θ||α| · 〈M,M〉)T .

The first summand in the preceding line goes to 0, because (θn) converges to
θ in L2

G(M). The second vanishes due to Kunita-Watanabe and due to our

assumption that
∫ T

0
α2
s d〈M,M〉s is bounded. Consequently, by choosing a

subsequence if necessary, almost everywhere the sequence (θn · S) converges
uniformly to (θ · S) on [0, T ]. Now put

Tn = T ∧ inf{t ≥ 0 : (θn · S)t ≤ −a+
ε

2
}

and
πn = 1[0,Tn]θ

n.

The strategies πn are (a− ε
2
)-admissible and satisfy almost surely

lim
n

(πn · S)T = (θ · S)T .

With Fatou’s Lemma we obtain

lim inf
n

EU(x+ (πn · S)T ) ≥ EU(x+ (θ · S)T ),

and hence the result. �

We obtain immediately the following.

Corollary 11.1.3. For all x ∈ R we have

lim
n
uG

n

(x) = uG(x).

11.2 Convergence in the case dom(U) 6= R
Throughout this section we assume dom(U) 6= R. To simplify notation we
suppose that sup{y : U(y) = −∞} = 0. The analogue to Lemma 11.1.1 is
the following.
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Lemma 11.2.1. For x > 0 and a ∈ (0, x] we have

uFa (x) = sup{EU(x+(θ·S)T ) : θ ∈ L2
F(M) and (a−ε)−adm. for some ε > 0}.

From this we can deduce the analogue to Theorem 11.1.2:

Theorem 11.2.2. For x > 0 and a ∈ (0, x] we have

lim
n
uG

n

a (x) = uGa (x).

By applying Lemma 8.1.3, we obtain immediately the following.

Corollary 11.2.3. Let x > 0. Then

lim
n
uG

n

+ (x) = uG+(x).

Example 11.2.4. For the logarthmic utility function we have an alternative
proof of the previous result. Let U = log and x > 0. We will see that in this
case the maximal expected utility is uniquely determined by the drift in the
semimartingale decomposition S = M +α · 〈M,M〉. More precisely, we have

uG+(x) = log x+ 1
2
E
∫ T

0
α2d〈M,M〉 (see Theorem 13.2.4).

Now let S = Mn + αn · 〈M,M〉 be the semimartingale decomposition
relative to (Gnt ). It follows from Theorem 4.5.4 that (αn) converges to α in
L2(M), and hence limn u

Gn

+ (x) = uG+(x).

If we make the additional assumption of (NFLVR), then even the result
of Corollary 11.1.3 is valid for utility functions with dom(U) 6= R.

Corollary 11.2.5. If S satisfies (NFLVR) relative to (Gt), then for all x > 0
we have

lim
n
uG

n

(x) = uG(x).

Proof. Let θ be a (Gt)-predictable strategy such that EU(x+ (θ · S)T ) >
−∞. Then (θ · S)T ≥ −x, a.s. Lemma 8.3.3 implies that θ is x-admissible,
and thus we have u(x) = ux(x). Similarly, we obtain uG

n
(x) = uG

n

x (x), n ≥ 1.
The claim now follows from Theorem 11.2.2. �

We close this section with an example showing that the previous results
are not valid without the requirement that S is continuous.

Example 11.2.6. Let T > 1 and φ a standard normal random variable.
Suppose the price process is given by

St =

{
1, if 0 ≤ t < 1,
1 + φ+ 1

2
, if 1 ≤ t ≤ T,
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and let (Ft) be the completed filtration generated by S. Moreover let (εn)
be a sequence of independent normal random variables with mean zero and
Var(εn) = 1

n
. We define

Gnt = Ft ∨ σ(1{|φ|≥1} + εn), 0 ≤ t ≤ T,

and claim that
uG

n

a (x) = U(x)

for all utility functions U , a > 0 and x > sup{y : U(y) = −∞}. For this
let θ be (Gnt )-predictable and S-integrable. If θ1 6= 0 a.s., then the integral
(θ · S)1 is unbounded from below and hence θ is not admissible. Since the
process S is constant on the remaining part of the trading interval, we have
uG

n

a (x) = U(x).
A trader having access to

Gt =
∨
n≥1

Gnt

knows whether the absolute value of φ is bigger or smaller than 1. Therefore
he has access to non-trivial admissible trading strategies. As a consequence
uGa (x) > U(x), and hence

lim
n
uG

n

a (x) 6= uGa (x).

It is staightforward to show that we also have limn u
Gn

(x) 6= uG(x). Note
that the price process S satisfies the (NFLVR) property with respect to (Gt).
Thus, also in Corollary 11.2.5 the assumption that S is continuous cannot
be dropped.

11.3 Convex analysis of utility limits

The maximal expected utility uG+(x), interpreted as a function depending
on the initial wealth x, is concave. Sometimes, it is easier to determine
the conjugate of the concave function uG+(x), than the function itself. For
example, if no arbitrage is possible, then the conjugate can be represented in
terms of the ELMMs.

In this section we consider the conjugate functions of the approximations
uG

n

+ (x), and we prove that the conjugate of the limit is equal to the limit of
the conjugates. For simplicity we consider only the case dom(U) 6= R and
assume that sup{y : U(y) = −∞} = 0. Moreover, we set uG+(x) = −∞ for
x ≤ 0.
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It is straightforward to show that uG+ is concave. The conjugate function
is given by

vG(y) = sup
x>0

[uG(x)− xy], y ∈ R.

Note that vG(y) is convex and

uG(x) = inf
y>0

[vG(y) + xy], x > 0. (11.1)

Lemma 11.3.1. The conjugate functions vG
n

of uG
n

+ converge pointwise to
vG, i.e.

lim
n
vG

n

(y) = vG(y), y ∈ R.

Proof. Note that vG
n
(y) is increasing in n. Then Theorem 11.1.2 implies

vG(y) = sup
x>0

[uG+(x)− xy]

= sup
x>0

[sup
n
uG

n

+ (x)− xy]

= sup
n

sup
x>0

[uG
n

+ (x)− xy]

= sup
n
vG

n

(y),

and thus the result. �

11.4 Robust information

The monotone convergence property of the maximal expected utility has
some useful applications. For example it can be used in order to approximate
continuous filtration enlargements by initial enlargements. Moreover, it may
also be applied to situations where (additional) information is disturbed by
some noise: monotone convergence shows that if the noise is small enough,
then it has only a small impact on the maximal expected utility. In other
words, the maximal expected utility is robust with respect to small changes
in the information structure.

Initial versus continuous enlargements

Let (Ft) and (Gt) be two filtrations satisfying the usual conditions and sup-
pose Ft ⊂ Gt, t ≥ 0. Let S be a continuous price process being a semi-
martingale for both (Ft) and (Gt). Moreover we suppose that the bounded
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variation parts in the related decompositions have square integrable densities.
The maximal expected utility uG+(x) can be approximated by using piecewise
initial enlargements of (Ft).

Let ∆ : 0 = s0 ≤ · · · ≤ sn = T , n ∈ N, be a partition of the interval
[0, T ], and let for r ∈ [si, si+1), i = 0, . . . , n− 1,

G∆
r =

⋂
u>r

Gsi
∨ Fu.

Monotone convergence implies immediately the following result.

Theorem 11.4.1. Let dom(U) 6= R and x > sup{y : U(y) = −∞}. Let
(∆n) be a sequence of partitions such that ∆n+1 is a refinement of ∆n and
limn |∆n| = 0. Then

lim
n
uG

∆n

+ (x) = uG+(x).

We will use this result implicitly in Chapter 14.3: We will see that the
additional logarithmic utility under initially enlarged filtrations can be ex-
pressed as mutual information. Monotone convergence allows us then to find
a similar representation for non-initial enlargements.

Diminishing noise

Let (Ft) be a filtration satisfying the usual conditions and S a continuous
price process being a (Ft)-semimartingale. Suppose a trader, possibly an
insider, knows the value of some random variable G. His information flow is
then given by Gt =

⋂
s>t (Fs ∨ σ(G)). Let again S be a (Gt)-semimartingale

such that the bounded variation part has a square integrable density.
What happens if the trader is not completely sure whether the informa-

tion G is right? Indeed, he could have misunderstood the information. Or
somebody gave him deliberately a wrong information. Or a mistake occured
by transmitting the information.

Fortunately we need not change our analysis if the noise is small enough:
the monotone convergence property implies that the maximal expected utility
is approximately the same. We now give some details.

Let (Yt)t≥0 be a Brownian motion or a standard Poisson process which is
independent of (Ft) and G. The disturbed information can be represented
by

Gεt =
⋂
s>t

(Fs ∨ σ(G+ Yu : u ≥ ε)) ,

where ε > 0. Note that (G
1
n
t )n is an increasing sequence of filtrations. It is

straightforward to show that monotone convergence implies the following.
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Theorem 11.4.2. Let dom(U) 6= R and x > sup{y : U(y) = −∞}. Then

lim
n
uG

1
n

+ (x) = uG+(x).



Chapter 12

f-divergences and utility under
initially enlarged filtrations

12.1 Starting from complete markets

Let (Ft) be a filtration satisfying the usual conditions and S a continuous
price process starting in zero and being a (Ft)-semimartingale with decom-
position S = M+α · 〈M,M〉. In contrast to the previous chapters we assume
here the market to be complete. This means that there exists a unique equiv-
alent local martingale measure R and that the maximal expected utility can
be explicitly calculated by means of the density dR

dP
.

We restrict the class of utility functions in order to simplify our analysis:
let U be strictly increasing, strictly concave and continuously differentiable
on (0,∞). Furthermore we assume that U satisfies the Inada conditions

lim
x→0+

U ′(x) = ∞ and lim
x→∞

U ′(x) = 0, (12.1)

and that
uF+(x) <∞ for some x > 0. (12.2)

On (0,∞) the derivative of U has an inverse function, which we will denote
by I. Observe that I is a function with domain (0,∞) and with range (0,∞).

The maximal expected utility can be determined by studying the dual
problem. For this let

V (y) = sup
x>0

[U(x)− xy]

be the convex conjugate function of −U(−x). It can be shown that V is a
continuously differentiable, decreasing and strictly convex function satisfying
limy↓0 V

′(y) = −∞ and limy→∞ V ′(y) = 0.
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Note that also the function uF+(x) is concave on (0,∞). We can therefore
again define the conjugate

vF(y) = sup
x>0

[
uF+(x)− xy

]
, y ∈ R.

One has the following results, a proof of which can be found in Kramkov,
Schachermayer [35].

Theorem 12.1.1. (Theorem 2.0 in [35]) Assume that the Conditions (12.1)
and (12.2) are satisfied.

(i) uF+(x) <∞, for all x > 0, and vF(y) <∞ for y sufficiently large. Let-
ting y0 = inf{y|v(y) <∞}, the function vF(y) is continuously differen-
tiable and strictly convex on (y0,∞). Defining x0 = limy↓y0(−(vF)′(y))
the function uF+ is continuously differentiable on (0,∞) and strictly
concave on (0, x0). The conjugate function vF of uF+ satisfies

vF(y) = EV

(
y
dR

dP

)
.

(ii) For all 0 < x < x0 we have

uF+(x) = EU(I(y
dR

dP
)),

where y = (uF+)′(x). I(y dR
dP

) is replicable, i.e. there is an admissible
strategy θ such that x + (θ · S)T = I(y dR

dP
), and the process x + (θ · S)

is a uniformly integrable martingale under Q.

We now consider the price process S under the enlarged filtration

Gt =
⋂
s>t

Fs ∨ σ(G), t ≥ 0,

where G is an arbitrary random variable with values in a Polish space Γ.
Suppose that σ(G) and FT can be decoupled by a measure Q such that both
σ-fields are independent. Then, conditioned on the value of G, the process
S is also complete relative to (Gt). Therefore Theorem 12.1.1 applies again,
and one may deduce a representation of the maximal expected utility uG+(x)
with the help of the density dQ

dP
(see Amendinger, Becherer and Schweizer

[1]).
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What can we do if a decoupling of σ(G) and FT is impossible? In other
words: how can we determine uG+(x) and its conjugate vG(y) if no ELMM Q
relative to (Gt) exists?

Again the answer can be given by switching to the product space Ω̄ =
Ω × Ω and by decoupling both σ-fields on Ω̄ with a product measure. As
we will see, this allows a representation of the dual function with the help of
measures on the product space. However, we will not compute the conjugate
of the function uG+(x) itself. Instead we will compute a ‘stochastic conjugate
function’ of the maximal expected utility conditioned on the enlarging vari-
able G. We give an exact definition of stochastic conjugates, although it is
straightforward.

Definition 12.1.2. Let ξ : Ω × R → R ∪ {+∞} be a stochastic process
such that almost every path is convex. Then a process ξ∗ is called stochastic
conjugate of ξ if ξ∗(ω) is the conjugate of ξ(ω), for almost all ω.

As in Chapter 2 we consider the embedding ψ : Ω → Ω̄, ω 7→ (ω, ω).
Moreover let P̄ be the image of P under ψ, and

Q̄ = R⊗ P.

Note that S̄(ω, ω′) = S(ω) is a Q̄-local martingale with respect to the filtra-
tion F̄t =

⋂
s>tFs ⊗ σ(G). We will prove that P̄ � Q̄ on A = FT ⊗ σ(G)

implies that the stochastic conjugate can be written as an f -divergence, where
we integrate only the first variable and add a random multiplier W :∫

f

(
W (ω′)

dP̄

dQ̄
(ω, ω′)

)
dR(ω).

We give the definition of f -divergences and some basic results in the next
section. We then proceed by adding some noise to the enlarging random
variable G. We can thus approximate (Gt) with filtrations under which S
is conditionally complete and determine the stochastic conjugate function
through convergence.

Remark 12.1.3. The measure Q̄ is not the only martingale measure of the
embedded process S̄ with respect to the filtration (F̄t): if P ′ ∼ P on σ(G),
then R ⊗ P ′ is a martingale measure equivalent to Q̄. However, among all
these measures R⊗ P ′, the measure Q̄ minimises the entropy relative to P̄ .

In order to sketch the proof, let P denote the set of probability measures
P ′ equivalent to P and defined on σ(G). Then R ⊗ P ′ ∼ Q̄ and, since
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P̄ � R⊗ P , we also have P̄ � R⊗ P ′ for all P ′ ∈ P. Note that

inf
P ′∈P

H(P̄‖R⊗ P ′) = inf
P ′∈P

∫
log

(
dP̄

dR⊗ P

)
+ log

(
dR⊗ P

dR⊗ P ′

)
dP̄ ,

= H(P̄‖R⊗ P ) + inf
P ′∈P

∫
log

(
dP

dP ′

)
dP.

It is straightforward to show that the right hand side attains its infimum if
P ′ = P , and hence Q̄ is the entropy minimising martingale measure for S̄
with respect to the enlarged filtration (F̄t).

12.2 f-divergences

Let P andQ be probability measures on the measurable space (Ω,F). Through-
out this section let f : (0,∞) → R be a convex function and f(0) =
limx↓0 f(x).

Definition 12.2.1. Let A be a sub-σ-algebra of F . The f -divergence of P
relative to Q on A is defined as

fA(P‖Q) =

{ ∫
f
(
dP
dQ

∣∣∣
A

)
dQ, if P � Q on A and the integral exists,

∞, else.

Example 12.2.2. Let f(x) = x log x. Then f(P‖Q) coincides with the
entropy of P relative to Q, i.e.

f(P‖Q) = H(P‖Q).

We will make use of the following approximation result.

Lemma 12.2.3. (see Theorem 1.30 in [37])
Let (An) be a sequence of increasing sub-σ-fields and A =

∨
nAn. Then

(fAn(P‖Q)) is an increasing sequence and

lim
n
fAn(P‖Q) = fA(P‖Q).

By interchanging the measures P and Q in f(P‖Q) one obtains again a
divergence, namely with respect to the so-called reverse function of f .

Definition 12.2.4. The reverse function of the convex function f is defined
by

f̂(x) = xf

(
1

x

)
, x ∈ (0,∞).

Again we set f̂(0) = limx↓∞ f̂(x).
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Lemma 12.2.5. If f is strictly convex and differentiable on (0,∞), then
also the reverse function f̂ is strictly convex and differentiable on (0,∞).
Moreover, if P ∼ Q, then

fA(P‖Q) = f̂A(Q‖P ).

Proof. For a proof of these properties see Lemma 1 in [23], or Theorem
1.13 in [37]. �

Note the conjugate function vF(y) in Thereom 12.1.1 is given as diver-
gence with respect to the convex function x 7→ V (yx). Therefore, we will use
the notation

fy(x) = f(yx), x ≥ 0.

Obviously, the function fy(x) is also convex in y, i.e. for all λ ∈ (0, 1), and
y, z > 0 we have

fλy+(1−λ)z(x) = λfy + (1− λ)fz.

We will often have to deal with random multipliers: if Y ≥ 0 is random, then
let

fY (P‖Q) =

∫
f

(
Y
dP

dQ

)
dQ, x ≥ 0.

12.3 Solving the problem for discrete G

Let us come back to our aim at determining the function uG+(x). We will
assume that

uG+(x) <∞ for some x > 0.

One can easily show that this implies uG+(x) <∞ for all x ∈ R. In terms of
convex analysis this means that −uG+(x) is proper (see [43]).

Monotone utility convergence implies that we can approximate uG+(x) by
using filtrations enlarged by discrete random variables. Therefore let us as-
sume throughout this section that G is discrete. In other words, we assume
that the state space Γ is countable. Moreover, we denote by µ the distribution
of G, and, for simplicity, we assume µ(g) > 0 for all g ∈ Γ.

We start by solving the dual problem for each g ∈ Γ. To this end let
u+(x, g) be the maximal expected utility relative to (Gt) and the measure
P g = P (·|G = g); more precisely

u+(x, g) = sup{E[(U(x+ (θ · S)T )|G = g] : θ (Gt)-predictable,

x-adm. and S-integrable relative to P g}.
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Lemma 12.3.1. Let g ∈ Γ. u+(x, g) is equal to the maximal expected utility
where the supremum is taken only over all (Ft)-predictable processes which
are x-admissible and integrable with respect to P . Moreover

uG+(x) =
∑
g∈Γ

µ(g) u+(x, g).

Proof. We define at first

ũ+(x, g) = sup{E[(U(x+ (θ · S)T )|G = g] : θ (Ft)-predictable,

x-adm. and S-integrable relative to P},

Obviously ũ+(x, g) ≤ u+(x, g). Thus both statements follow, if we show (i)
uG+(x) ≤

∑
g µ(g)ũ+(x, g) and (ii)

∑
g µ(g)u+(x, g) ≤ uG+(x).

Denote by P(F) and P(G) the predictable σ-fields with respect to (Ft)
and (Gt) respectively. We show at first

P(G) =

{⋃
g

(Ag ∩ ({G = g} × R+)) : Ag ∈ P(F)

}
. (12.3)

Note that the RHS is a σ-algebra which is contained in P(G). Moreover, each
set of the form (A∩{G = g})×]s, t], A ∈ Fs, belongs to the RHS. Therefore,
P(G) is a subset of the RHS, and hence equation (12.3) holds.

A monotone class argument implies that every (Gt)-predictable process
may be written as a sum of the form

∑
g 1{G=g}ζ

g, where all ζg are (Ft)-
predictable.

Now let θ =
∑

g 1{G=g}ζ
g, with ζg predictable relative to (Ft). Moreover,

assume that θ is an x-admissible and bounded strategy. It is straightforward
to show, via stopping for example, that ζg may be chosen to be bounded,
x-admissible and hence S-integrable relative to P .

As a consequence, EU(x + (θ · S)T ) =
∑

g µ(g)E[U(x + (ζg · S)T )|G =
g] ≤

∑
g µ(g)ũ+(x, g). Thus (i) holds.

Now let θg be (Gt)-predictable, x-admissible relative to P g, and such that
Xg
T = x+ (θg · S)T satisfies

E[U(Xg
T )|G = g] ≥ u+(x, g)− ε.

Observe that θG(ω) = θG(ω)(ω) is (Gt)-predictable, x-admissible and inte-
grable with respect to P . Moreover

EU(XG
T ) =

∑
g

µ(g)E[U(Xg
T )|G = g]

≥ −ε+
∑
g

µ(g)u+(x, g).
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Since ε > 0 is arbitrary, this implies (ii), and the proof is complete. �

In order to determine the conjugate of u+(x, g) we disturb G in the fol-
lowing way: Let (Nt)t≥0 be an independent counting process induced by a
standard Poisson process and let (Hk) be a sequence of independent random
variables with distribution µ. Moreover let H0 = G and Gn = HN 1

n

. Note

that Gn also has the distribution µ.
We approximate (Gt) with the filtrations

Gnt =
⋂
s>t

(Fs ∨ σ(Gn)) .

As before we denote by un+(x, g) the maximal expected utility relative to (Gnt )
and the measure P (·|Gn = g). A reasoning as in Lemma 12.3.1 shows that

un+(x, g) = sup{E[(U(x+ (θ · S)T )|Gn = g] : θ (Ft)-predictable,

x-adm. and S-integrable relative to P}

Moreover we have:

Lemma 12.3.2. Let x > 0 and g ∈ Γ. Then

lim
n
un+(x, g) = u+(x, g).

Proof. Let θ be (Ft)-predictable and x-admissible relative to P . Put
XT = x+ (θ · S)T and assume that U(XT ) is integrable relative to P . Then
limnE[U(XT )|Gn = g] = E[U(XT )|G = g], and therefore lim infn u

n
+(x, g) ≥

u+(x, g), for µ-almost all g.
On the other hand

E[U(XT )|Gn = g] = P (N 1
n
≥ 1)EU(XT ) + P (N 1

n
= 0)E[U(XT )|G = g],

which implies

un+(x, g) ≤ P (N 1
n
≥ 1)uF+(x) + P (N 1

n
= 0)u+(x, g).

Consequently
lim sup

n
un+(x, g) ≤ u+(x, g),

and thus the result. �

Now let v(y, g) be the conjugate function of u+(x, g). We will represent
v(x, g) as an f -divergence between the measures P̄ and Q̄ = R⊗ P . For the
moment we assume that Q̄ and P̄ are restricted to A = FT ⊗ σ(G) and that
(Vy )̂A

(
P̄‖Q̄

)
<∞ for some y > 0.
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Moreover, let Ḡ denote the random variable on (Ω̄,A) defined by
Ḡ(ω, ω′) = G(ω′). Now let P̄ g = P̄ (·|Ḡ = g) and Q̄g = Q̄(·|Ḡ = g), where
both measures are supposed to be defined on A. For all g ∈ Γ we define

[0,∞) 3 y 7→ c(y, g) = (Vy )̂A
(
P̄ g‖Q̄g

)
.

The function c(y, g) has the following properties.

Lemma 12.3.3. Let g ∈ Γ. Then c(y, g) < ∞ for y > 0 sufficiently large.
Letting y(g) = inf{y : c(y, g) < ∞}, then c(y, g) is decreasing, differentiable
and strictly convex on (y(g),∞).

Proof. Since we assumed (Vy )̂A
(
P̄‖Q̄

)
<∞ for some y > 0, and µ(g) >

0, we also have c(y, g) <∞ for y > 0 sufficiently large.
Our assumptions on U imply that V , and thus y 7→ (Vy )̂ (z) (with z > 0),

is strictly convex, decreasing and differentiable on (0,∞). Therefore, also
c(y, g) is strictly convex on (y(g),∞).

It is known from convex analysis that for any convex function the left and
right derivatives exist on the interior of the domain. Thus c(y, g) has a right
derivative d

dy+
c(y, g) and a left derivative d

dy−c(y, g) on (y(g),∞). Moreover

d

dy+
c(y, g) =

∫
d

dy+
(Vy )̂

(
dP̄ g

dQ̄g

)
dQ̄g

=

∫
d

dy−
(Vy )̂

(
dP̄ g

dQ̄g

)
dQ̄g

=
d

dy−
c(y, g),

showing that c(y, g) is differentiable on (y(g),∞). �

We are now ready to state and prove the first duality result. To sim-
plify the analysis we assume that (Vy )̂A

(
P̄‖Q̄

)
is finite for all y > 0. As

a consequence of the preceding lemma, the derivative of c(y, g) is invert-
ible on (0,∞), and we denote the inverse by w(z, g) = (c′)−1 (z, g). Since
limy↓0 V

′(y) = −∞ and limy→∞ V ′(y) = 0, the domain of w(z, g) is given by
(−∞, 0).

Theorem 12.3.4. The function c(y, g) = (Vy )̂A
(
P̄ g‖Q̄g

)
is the conjugate

of u+(x, g). Moreover, for all x > 0,

u+(x, g) = xw(−x, g) + c(w(−x, g), g) = xw(−x, g) + (Vw(−x,g))̂A
(
P̄ g‖Q̄g

)
.
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Proof. Let An = FT ⊗ σ(Gn), Ḡn(ω, ω′) = G(ω′). Note that Q̄ ∼ P̄ on
An. With Theorem 2.4.1 we deduce that there is a decoupling measure Qn

on (Ω,GnT ) satisfying
dQn

dP
=

(
dQ̄

dP̄

∣∣∣
An

◦ ψ
)
.

Denote by P n the restriction of P to the σ-field GnT . Then the measure Qn is
an ELMM of S relative to the enlarged filtration (Gnt ) and the measure P n.

Fix g ∈ Γ, and recall µ(g) > 0. Note that for all measures P ′ ∼ P on
σ(Gn), we have R ⊗ P ′(·|Ḡn = g) = Q̄n(·|Ḡn = g). Therefore the measure
Qn(·|Gn = g) is the unique ELMM with respect to P n(·|Gn = g) (see also
Theorem 3.2 in [1]). Moreover, relative to Qn(·|Gn = g) the initial σ-field G0

is trivial. Therefore, S satisfies the (PRP) with respect to Qn(·|Gn = g) and
the filtration (Gnt ). Hence we may apply Theorem 12.1.1 to the conjugate
function vn(y, g) of un+(x, g). This yields, for y > 0,

vn(y, g) = EPn(·|Gn=g)V

(
y
dQn(·|Gn = g)

dP n(·|Gn = g)

)
= EP̄n(·|Ḡn=g)V

(
y
dQ̄n(·|Ḡn = g)

dP̄ n(·|Ḡn = g)

)
= (Vy )̂

(
P̄ n(·|Ḡn = g)‖Q̄n(·|Ḡn = g)

)
=

1

µ(g)

∫
1{Ḡn=g} (Vy )̂

(
dP̄

dQ̄

∣∣∣∣
An

)
dQ̄.

Although (An) is not a filtration, the density process
(
dP̄
dQ̄

∣∣
An

)
n

is a conver-

gent martingale (relative to a bigger filtration). Let (∆n) be a sequence of
new symbols and define random variables by

fn =

{
∆n, if N 1

n
= N 1

n+1

Gn, else.

Moreover, let Bn = FT ⊗σ(Gn)∨σ(fk : 1 ≤ k < n). Note that σ(Gn) is inde-
pendent of σ(fk : 1 ≤ k < n), and therefore dP̄

dQ̄

∣∣
Bn

= dP̄
dQ̄

∣∣
An

. Similarly, with

B =
∨
k≥1 Bk, we have dP̄

dQ̄

∣∣
A = dP̄

dQ̄

∣∣
B. On the one hand Jensen’s inequality

yields that the integrands 1{Ḡn=g} (Vy )̂
(
dP̄
dQ̄

∣∣
An

)
are uniformly integrable with

respect to Q̄, and on the other hand the martingale property relative to (Bn)
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implies that they converge almost surely to 1{Ḡ=g} (Vy )̂
(
dP̄
dQ̄

∣∣
A

)
. Therefore,

lim
n
vn(y, g) =

1

µ(g)

∫
1{Ḡ(ω′)=g} (Vy )̂

(
dP̄

dQ̄

∣∣∣∣
A

)
dQ̄

= (Vy )̂A (P̄ g‖Q̄g)

= c(y, g).

It remains to show that the limit of the conjugates, c(y, g), is indeed equal
to the conjugate of u+(x, g). By Theorem 12.1.1, for all g, the functions
vn(y, g) are differentiable and strictly convex on (0,∞). Let wn(y, g) denote
the inverse function of the derivative of vn(y, g). By Lemma 12.3.3, also
c(y, g) is differentiable on (0,∞). Therefore Theorem 25.7 in [43] implies
that on (0,∞) the derivatives of vn(y, g) converge pointwise to the derivative
of c(y, g), and hence

lim
n
wn(z, g) = w(z, g).

Note that un+(x, g) = infy[v
n(y, g) + xy], and that vn(y, g) + xy achieves its

minimum if −x = d
dy
vn(y, g) (see Theorem 23.5 in [43]). Therefore

un+(x, g) = vn(wn(−x, g), g) + xwn(−x, g).

Moreover, vn(y, g) converges uniformly on each closed bounded set of (0,∞)
(see Theorem 10.8 in [43]). Therefore, by letting n → ∞, we obtain with
Lemma 12.3.2

u+(x, g) = c(w(−x, g), g) + xw(−x, g).

This shows that u+(x, g) is the dual function of c(y, g), and finally, that
c(y, g) is dual to u+(x, g). Thus the proof is complete. �

In terms of stochastic conjugates we may reformulate the previous result
as follows.

Theorem 12.3.5. The process c(y,G) is the stochastic conjugate of the con-
cave process u+(x,G), called the conditional expected utility relative to G.
Moreover

c(y,G) =

∫
(Vy )̂

(
dP̄

dQ̄

∣∣∣∣
A

)
dR,

and

uG+(x) = xEw(−x,G) +

∫
(Vw(−x,G))̂

(
dP̄

dQ̄

∣∣∣∣
A

)
dQ̄, x > 0.
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Proof. Note that∑
g

1{G(ω′)=g}(Vy )̂ (P̄ g‖Q̄g)

=
∑
g

1{G(ω′)=g}
1

P (g)

∫
(Vy )̂

(
dP̄

dQ̄

)
1{G(ω′)=g} dQ̄

=
∑
g

1{G(ω′)=g}

∫
(Vy )̂

(
dP̄

dQ̄

)
1{G(ω′)=g} dR(ω)

=

∫
(Vy )̂

(
dP̄

dQ̄

)
dR(ω).

By the preceding theorem, uG+(x, g) = xw(−x, g) + c(w(−x, g), g), for all
x > 0, g ∈ Γ. Moreover, by Lemma 12.3.1, uG+(x) = Eu+(x,G), which
implies the result. �

If G is FT -measurable and R = P , then the conjugate c(y,G) can be
interpreted as a generalised absolute entropy with respect to V :

Lemma 12.3.6. If G is FT -measurable and R = P , then

c(y,G) = V (y µ(G)) =
∑
g

1{G=g}V (y µ(g)).

Proof. Under the assumptions of the lemma, it is straightforward to show
that

dP̄

dP ⊗ P
=
∑
g

1{G(ω)=G(ω′)}
1

µ(g)
.

Therefore

c(y,G) =
∑
g

1{G=g}µ(g)(Vy )̂

(
1

µ(g)

)
=

∑
g

1{G=g}V (y µ(g)).

�

12.4 Solving the problem for non-discrete G

In the previous section we considered only discrete random variables G. This
made it easier to compute the maximal expected utility under initial en-
largements. An approximation through discretisation will allow us to derive
similar results for general initial enlargements.
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Throughout this section let G be an arbitrary random variable with values
in a Polish space Γ. We assume that uG+(x) and (Vy )̂ FT⊗σ(G)

(
P̄‖Q̄

)
are finite

for all x > 0 and y > 0 respectively.
Let (Pn) be a sequence of countable partitions of σ(G) such that σ(G) =∨

n σ(Pn), and Pn ⊂ Pn+1. We denote by un+(x) the maximal expected utility
under the filtration enlarged by σ(Pn). Then monotone utility convergence
implies that limn u

n
+(x) = uG+(x). Moreover, for all A ∈ Pn, we denote by

u+(x,A) the maximal expected utility under the filtration enlarged by σ(Pn)
and the measure P restricted to A. By Lemma 12.3.1 we have

un+(x) =
∑
A∈Pn

P (A)u+(x,A).

The process Zn(x) =
∑

A∈Pn 1A u+(x,A) is the conditional expected utility
with respect to Pn.

Lemma 12.4.1. Let x > 0. Then (Zn(x)) is a submartingale with respect to
the filtration Hn = σ(Pn), n ≥ 1. Moreover, (Zn(x)) is uniformly integrable
and convergent in L1.

Proof. Let n ≥ 1, and A ∈ Pn. Since Pn ⊂ Pn+1, there are sets
B1, . . . , Bk in Pn+1 such that A = B1 ∪ . . . ∪Bk. Obviously

E[1AZn(x)] = P (A)u+(x,A)

≤ P (B1)u+(x,B1) + . . .+ P (Bk)u+(x,Bk)

= E[1AZn+1(x)].

Therefore E[Zn+1(x)|Hn] ≥ Zn(x), for all n ≥ 1, which means that (Zn(x))
is a submartingale.

Note that u+(x,A) ≥ U(x), and hence Zn(x) ≥ U(x), a.s. Therefore
(Zn(x)) is uniformly integrable from below. Moreover

∑
C∈C P (A)u+(x,A) ≤

uG+(x) <∞, for every subset C ⊂ Pn. In particular

E [Zn(x);Zn(x) ≥M ] ≤ uG+(x),

showing that the submartingale (Zn(x)) is uniformly integrable. As a conse-
quence, it converges in L1 (see f.e. Chapter 4 in [18]). �

Definition 12.4.2. The L1-limit Z(x) = limn Zn(x) will be called conditional
expected utility relative to G. We choose this name, because Z(x) is σ(G)-
measurable, and for all B ∈ σ(G) with P (B) > 0 we have

u+(x,B) =

∫
B

Z(x) dP.
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We apply now the results of the previous section to our approximations
Zn(x): Theorem 12.3.5 implies that the stochastic conjugate of Zn(x) is given
by

Yn(y) =

∫
(Vy )̂

(
dP̄

dQ̄

∣∣
FT⊗σ(Pn)

)
dR(ω), y > 0,

P -almost surely. We claim that Yn(y) converges to

Y (y) =

∫
(Vy )̂

(
dP̄

dQ̄

∣∣
FT⊗σ(G)

)
dR(ω).

More precisely:

Lemma 12.4.3. The processes Y (y) and Yn(y) are strictly convex, decreasing
and differentiable on (0,∞) almost surely. Moreover, for almost all ω the
functions y 7→ Yn(y) converge pointwise to y 7→ Y (y) on (0,∞), and the
derivatives d

dy
Yn(y) converge to the derivative d

dy
Y (y).

Proof. It is straightforward to show the first statement. For the second,
let y > 0. Note that (Vy )̂ FT⊗σ(Pn)

(
P̄‖Q̄

)
converges to (Vy )̂ FT⊗σ(G)

(
P̄‖Q̄

)
(see Lemma 12.2.3). This implies that the sequence (Vy )̂

(
dP̄
dQ̄

∣∣
FT⊗σ(Pn)

)
is uniformly integrable, and therefore it converges to (Vy )̂

(
dP̄
dQ̄

∣∣
FT⊗σ(G)

)
in

L1(Q̄). Moreover, (Yn(y)) converges to Y (y) in L1(P ), and thus, there is a
subsequence, for which (Yn(y)) converges almost surely to Y (y). One can also
show that (Yn(y)) is a uniformly integrable submartingale. Hence limYn(y) =
Y (y) in general, and not only for a subsequence.

We now apply the following well-known fact from convex analysis: If
(fn) is sequence of convex functions converging on a dense subset to a finite
function f , then (fn) converges to f everywhere and f is convex. Moreover
(fn) converges uniformly on every bounded set (see Theorem 10.8 in [43]).

In order to apply this result to our processes (Yn), let D be a countable
dense subset of (0,∞). For any q ∈ D we have limn Yn(q) = Y (q) almost
surely, and therefore, for almost all ω, the functions y 7→ Yn(y) converge
pointwise to y 7→ Y (y) on (0,∞).

Finally, another result from convex analysis implies that the derivatives
converge almost surely:

lim
n

d

dy
Yn(y) =

d

dy
Y (y)

(see Theorem 25.7 in [43]). �
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Since the processes Y , Yn are strictly convex and decreasing, the deriva-
tives are strictly increasing and invertible. Hence we may define

Wn(z) =

(
d

dy
Yn

)−1

(z),

and

W (z) =

(
d

dy
Y

)−1

(z), z < 0.

Note that Lemma 12.4.3 implies that limnWn(z) = W (z), a.s. We will see
that W plays the role of a Lagrangian multiplier.

Theorem 12.4.4. The process Y is the stochastic conjugate of the condi-
tional expected utility Z. Therefore, for x > 0,

uG+(x) = E[xW (−x) + Y (W (−x))]

= xEW (−x) +

∫
(VW (−x))̂

(
dP̄

dQ̄

∣∣
FT⊗σ(G)

)
dQ̄

= xEW (−x) + (VW (−x))̂ FT⊗σ(G)
(P̄‖Q̄),

Proof. We have to show that Z(x, ω) = xW (−x, ω)+Y (W (−x, ω), ω) for
almost all ω.

According to Theorem 12.3.4

Zn(x, ω) = xWn(−x, ω) + Yn(Wn(−x, ω), ω),

almost surely. Moreover, by Lemma 12.4.3, for almost all ω the functions
y 7→ Yn(y) converge pointwise to y 7→ Y (y) on (0,∞). Since these functions
converge uniformly on every closed bounded subset of (0,∞), we have

lim
n
Yn(Wn(x, ω), ω) = Y (W (x, ω), ω),

and hence Z(x) = xW (x) + Y (W (x)), almost surely.
Finally,

uG+(x) = E[Z(x)]

= xEW (−x) +

∫
(VW (−x))̂

(
dP̄

dQ̄

∣∣
FT⊗σ(G)

)
dQ̄

= xEW (−x) + (VW (−x))̂ FT⊗σ(G)
(P̄‖Q̄),

and the proof is complete. �
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12.5 Examples

In this section we will apply the results obtained so far to some concrete
examples. So let again (Gt) be a filtration initially enlarged by an arbitrary
random variable G. We start with the power utility function.

Proposition 12.5.1. Let 0 < p < 1 and U(x) = 1
p
xp for all x ≥ 0. Then

uG+(x) = U(x)

∫ (∫ (
dP̄

dQ̄

) 1
1−p

dR

)1−p

dP.

Proof. Observe that f(z) = (U ′)−1(z) = (z)
1

p−1 and

V (y) = U(f(y))− yf(y) =
1− p

p
y−

p
1−p ,

and consequently

(Vy )̂ (x) =
1− p

p
x
(y
x

)− p
1−p

=

(
1− p

p
y−

p
1−p

)
x

1
1−p .

Hence the stochastic conjugate Y of the conditional expected utility Z sat-
isfies

Y (y) =
1− p

p
y−

p
1−p

∫ (
dP̄

dQ̄

) 1
1−p

dR.

Hence d
dy
Y (y) = y−

1
1−p
∫ (

dP̄
dQ̄

) 1
1−p

dR, and thus

W (z) =

(∫ (dP̄
dQ̄

) 1
1−p

dR

)−1

(−z)

−(1−p)

, z < 0.

Therefore, by Theorem 12.4.4,

uG+(x) = E [xW (−x) + Y (W (−x)]

= xp
∫ (∫ (

dP̄

dQ̄

) 1
1−p

dR

)1−p

dP

+
1− p

p
xp
∫ (∫ (

dP̄

dQ̄

) 1
1−p

dR

)1−p

dP

= U(x)

∫ (∫ (
dP̄

dQ̄

) 1
1−p

dR

)1−p

dP.
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�

Let us turn now to the logarithmic utility function.

Proposition 12.5.2. Let U(x) = log x for all x > 0. Then W (−x) = 1
x

and
the maximal expected utility is equal to the relative entropy of P̄ with respect
to Q̄, i.e.

uG+(x) = log(x) +H(P̄‖Q̄).

Proof. Observe that the dual of the logarithm is given by V (y) = − log(y)−
1, hence

(Vy )̂ (x) = x(− log(
y

x
)− 1).

The conjugate is given by

Y (y) = − log(y)

∫
dP̄

dQ̄
dR +

∫
dP̄

dQ̄

(
−1 + log

dP̄

dQ̄

)
dR

= − log(y)− 1 +

∫
log

dP̄

dQ̄
dR

and therefore W (z) = −1
z
. Moreover, Theorem 12.4.4 implies

uG+(x) = xW (−x)− 1− log(W (−x)) +

∫
dP̄

dQ̄
log

(
dP̄

dQ̄

)
dQ̄

= log(x) +H(P̄‖Q̄).

�

Remark 12.5.3. For the logarithm we need not consider the conditional
expected utility, in order to generate the conjugate function. The usual con-
jugate of uG+(x) can be derived easily: Note that

Z(x) = inf
y>0

[xy + Y (y)].

By taking expectations we obtain

EZ(x) = H(P̄‖Q̄)− 1 + inf
y>0

[xy − log(y)],

and hence the conjugate of uG+(x) is given by

vG(y) = − log(y) +H(P̄‖Q̄)− 1.
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12.6 Additional logarithmic utility

The properties of the logarithm lead to a simple formula for the additional
logarithmic utility of an investor with information (Gt) compared to an in-
vestor having only access to (Ft).
Theorem 12.6.1. If U = log, then the utility difference ∆u = uG+(x)−uF+(x)
does not depend on x, and it is equal to the mutual information between FT
and G, i.e.

∆u = HFT⊗σ(G)(P̄ ‖P ⊗ P ) = I(FT , G).

In particular, if G is discrete and FT -measurable, the additional utility is
equal to the absolute entropy of G relative to P ,

∆u = −
∑
g

P (G = g) logP (G = g).

Proof. Let f(ω, ω′) = dP̄
dQ̄

∣∣
FT⊗σ(G)

and g(ω) = dR
dP

∣∣
FT

. We show at first

that

f(ω, ω′)g(ω) =
dP̄

d(P ⊗ P )

∣∣
FT⊗σ(G)

. (12.4)

For this let A ∈ FT and B ∈ σ(G). Note that∫
1A×B(ω, ω′)f(ω, ω′)g(ω) d(P ⊗ P ) =

∫
1A×B(ω, ω′)f(ω, ω′) d(R⊗ P )

=

∫
1A×B(ω, ω′)f(ω, ω′) dQ̄

= P̄ (A×B),

which implies (12.4).
Recall that uG+(x) = log(x) + H(P̄‖Q̄) and uF+(x) = log(x) + H(P‖R).

Thus

uG+(x)− uF+(x) = H(P̄‖Q̄)−H(P‖R)

=

∫ (
log f(ω, ω′)− log g−1(ω)

)
dP̄

=

∫
log (f(ω, ω′)g(ω)) dP̄

=

∫
log

(
dP̄

d(P ⊗ P )

∣∣∣
FT⊗σ(G)

)
dP̄

= HFT⊗σ(G)(P̄ ‖P ⊗ P ).

Finally, if G is discrete and FT -measurable, then Lemma 3.2.10 implies that
∆u is equal to the absolute entropy of G. �
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Example 12.6.2. Let (Ω,F , P ) be the 1-dimensional canonical Wiener space
equipped with the Wiener process (Wt)0≤t≤1. More precisely, Ω = C([0, 1],R)
is the set of continuous functions on [0, 1] starting in 0, F the σ-algebra of
Borel sets with respect to uniform convergence, P the Wiener measure and
W the coordinate process. Let (Ft)0≤t≤1 be the completed natural filtration
generated by W . It is known that W satisfies (PRP) relative to (Ft).

Suppose the price process S is of the form

St = exp(Wt + bt), 0 ≤ t ≤ 1,

with b ∈ R. We want to calculate the additional utility of an investor knowing
whether the price exceeds a certain level or not. Thus let

G = 1(c,∞)(S
∗
1),

where c > 0 and S∗1 = max0≤t≤1 St. By Theorem 12.6.1 the additional utility
is equal to the entropy

H(G) = p log p+ (1− p) log(1− p)

where
p = P (S∗1 > c).

This may be calculated via the Girsanov Theorem. Namely we have

P (S∗1 > c) = P (∀t ∈ [0, 1] : max
t∈[0,1]

Wt + bt > log c)

=

∫ 1

0

exp

(
b log c− b2

2
s

)
| log c|√

2πs3
exp

(
−| log c|2

2s

)
ds.

Remark 12.6.3. Let Ht =
⋂
s>tFs ∨ σ(H) be another initially enlarged

filtration such that σ(H) is a sub-σ-field of σ(G). Then the utility difference
uG − uH is equal to the mutual information of FT and G conditioned on H.
See Section 14.3 for details.

Let S = M + α · 〈M,M〉 be the Doob-Meyer decomposition of S relative
to (Ft). According to Lemma 3.1.1, the entropy HFT⊗σ(G)(P̄ ‖P ⊗P ) is equal

to 1
2
E
∫ T

0
µ2d〈M,M〉, where µ is the information drift of (Gt) relative to M .

Therefore,

∆u =
1

2
E

∫ T

0

µ2d〈M,M〉.

We will show that this relation remains true under non-intial enlargements.
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Preview: maximal expected utility for non-initial en-
largements

So far we considered initial enlargements of a given filtration and we deter-
mined the conjugate function of the maximal expected utility conditioned on
the enlarging random variable. What can we do, if the filtration is not only
enlarged in the beginning, but at any moment during the trading period?
Can we still determine a conjugate of the maximal expected utility?

As pointed out in the previous chapter, one may approximate general
enlargements by piecewise initial enlargements of the filtration: the trading
interval is divided into small subintervals, and in the beginning of each subin-
terval the filtration is enlarged initially. Naturally, the idea arises to apply
the results of this chapter to each subinterval, and thus derive again a repre-
sentation of the maximal expected utility via f -divergences. Unfortunately
there is the following problem: Let t be a point in the interval (0, T ). The
maximal utility up to time T is in general not the sum of the maximal utility
up to time t and the maximal utility between t and T . Utility functions
satisfying this property will be said to be time-homogeneous. We will see in
the next chapter that the logarithmic utility function is essentially the only
utility function to be time-homogeneous.



Chapter 13

Logarithmic utility of an
investor

Under logarithmic preferences the optimal investments depend linearly on
the initial wealth (see for example Theorem 12.1.1). As pointed out in the
previous chapter, the logarithmic utility is also homogeneous with respect to
time: the optimal strategy relative to a fixed time horizon T is also optimal,
if any time t before T may be chosen as terminal, and is therefore in a way
an always optimal strategy.

The first aim of this chapter is to show that the logarithm is essentially
the only utility function to be time-homogeneous. After this, the homogenity
properties of the logarithm will allow us to determine the maximal expected
logarithmic utility in a very general way.

13.1 Always optimal strategies

Let (Ft) be a filtration satisfying the usual conditions and S a continuous
price process starting in zero and being a semimartingale for (Ft). As in
the previous chapter we assume here the market to be complete, so that we
may invoke the general results by Kramkov and Schachermayer [35] quoted
in Theorem 12.1.1. Let R denote the unique ELMM, and suppose that S is
decomposed into

S = M + α · 〈M,M〉,
where M is a (Ft)-local martingale starting in zero and α an (Ft)-predictable
process. The Radon-Nikodym density of the martingale measure given P is
known to be described by the exponential of (α ·M):

dR

dP

∣∣∣
Ft

= E(−α ·M)t, t ∈ [0, T ], (13.1)
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(see [13]). In the following we shall abbreviate

Z = E(−α ·M).

We restrict the class of utility functions like in Chapter 12. More precisely,
let U be strictly increasing, strictly concave and continuously differentiable
on (0,∞), and assume that U satisfies properties 12.1 and 12.2. Denote again
by I the inverse function of the derivative of U on (0,∞), and observe that
I is a function with domain (0,∞) and range (0,∞).

In general, the maximal expected utility u(x) depends on the time interval
in which the traders are allowed to act. We denote by ut(x) the maximal
expected utility of a trader of initial wealth x who is not allowed to hold any
shares of the stock after time t ≤ T , i.e.

ut(x) = sup
θ∈A

EU(x+ (θ1[0,t] · S)T ) = sup
θ∈A

EU(x+ (θ · S)t).

Definition 13.1.1. A strategy θ∗ ∈ A is called always optimal, if for all
t ∈ [0, T ] and x > 0

EU(x+ (θ∗ · S)t) = ut(x).

We will now analyze to which extent always optimal strategies exist. Con-
sider at first the case where the drift α is equal to 0. In this case the price
process S is a P -local martingale and intuitively one would expect that a risk
averse trader will not trade at all. Theorem 12.1.1 confirms that the maximal
expected utility is the utility of the initial capital U(x). Hence in this case
the trivial strategy θ = 0 is always optimal, whatever the utility function U
looks like.

If the drift α is not trivial, however, the situation is different. It turns
out that in general always optimal strategies exist only for logarithmic utility
functions. Before proving this we define

Z̄T = sup
0≤t≤T

Zt

and
ZT = inf

0≤t≤T
Zt.

We will only consider the case where

ess inf ZT = 0 and ess sup Z̄T = ∞. (13.2)

Theorem 13.1.2. Assume that I = (U ′)−1 is twice continuously differen-
tiable on (0,∞) and that the conditions (12.1), (12.2) and (13.2) are satisfied.
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Then an always optimal strategy exists if and only if U is the logarithm up
to affine transformations, i.e.

U(x) = a log(x) + b

for some constants a > 0 and b ∈ R.

Proof. Suppose at first that U(x) = log(x). By Theorem 12.1.1 we have
for any t ∈ [0, T ]

ut(x) = EU(I(yZt)) = EU(
1

yZt
)

= E log(xZ−1
t ) + c = E log[xE(α · S)t] + c

= E log[x+ (xαE(α · S) · S)t] + c.

This shows that θ∗ = xαE(α · S) is always optimal.
We now prove the converse statement. Let θ∗ be an always optimal strat-

egy. By Theorem 12.1.1 the process

x+ (θ∗ · S) = I(yZ)

is a R-martingale. Hence
ZI(yZ)

is a P -martingale. Since the function φ : (0,∞) → R, φ(x) = xI(yx) is
twice continuously differentiable, we may apply Itô’s formula and obtain for
t ∈ [0, T ]

ZtI(yZt) = φ(Zt) = φ(1) +

∫ t

0

φ′(Zs) dZs +
1

2

∫ t

0

φ′′(Zs) d〈Z,Z〉s.

From this equation we can deduce that the continuous process of bounded
variation ∫ ·

0

φ′′(Zs) d〈Z,Z〉s =

∫ ·

0

φ′′(Zs)α
2
sZ

2
s d〈M,M〉s

is a local P -martingale and hence vanishes. We now show that φ′′(z) = 0 for
all z > 0. Suppose that this is not true. Then there exist 0 < p < q such
that φ′′ does not vanish on the interval (p, q). Observe that on the set

A = {(t, ω) : Zt(ω) ∈ (p, q)}

we have α = 0, PM -a.s. This means that the process
∫ ·

0
α2 d〈M,M〉 is con-

stant on A. Hence also the processes
∫ ·

0
α dM and Z = E(α ·M) are constant

on A (see [21]), i.e.

1A(t, ω)Zt(ω) is constant a.s.
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In other words, the trajectories t 7→ Zt(w) are a.s. constant on (p, q).
Suppose first that q < 1 or p > 1. Since Z0 = 1, it follows that the entire

trajectories of Z are above q or below p, respectively. This contradicts (13.2).
Suppose next that p < 1 < q. Since Z is constant on (p, q), we must have

Z = 1, which also contradicts property (13.2). Thus we have shown φ′′ = 0.
On the other hand

φ′(x) = I(yx) + yxI ′(yx)

and
φ′′(x) = 2yI ′(yx) + xy2I ′′(yx).

Hence I ′ solves the differential equation

2I ′(z) = −zI ′′(z), z > 0.

By assumption (12.1) the function I ′ : (0,∞) → (−∞, 0) satisfies

lim
z→0+

I ′(z) = −∞.

Hence I ′(z) = − a
z2

, and

I(z) =
a

z
+ c1

for some constants a > 0 and c1 ∈ R. It follows

U ′(x) =
a

x− c1

and
U(x) = a log(x− c1) + c2

for some c2 ∈ R. Note that c1 = 0, because limx→0+ U(x) = −∞. This
completes the proof. �

13.2 Maximal utility if wealth stays positive

From now on we uniquely consider the logarithmic utility function. So let

U(x) =

{
log x if x > 0,
−∞ if x ≤ 0

throughout the remaining chapters. Moreover, we do not any longer assume
that the market is complete, or even free of arbitrage. As usual, we only
assume the asset price process to be continuous, to start in zero, and that
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an agent with information horizon (Ft) has bounded logarithmic utility. Ac-
cording to the conclusion in Theorem 9.2.7, S is therefore a semimartingale
with Doob-Meyer decomposition

S = M + α · 〈M,M〉, (13.3)

whereM is a continuous local martingale starting in zero and
∫ T

0
α2d〈M,M〉 <

∞, a.s.
The aim of this section consists in computing explicitly the expected

logarithmic utility of the agent. In fact, it only depends on the drift density
α, i.e.

u+(x) = log x+
1

2
E

∫ T

0

α2
s d〈M,M〉s, x > 0. (13.4)

Equation (13.4) is valid irrespective of whether (NFLVR) holds, provided
(13.3) is guaranteed.

We start by proving some auxiliary results which will turn out to present
the optimal portfolio as the unique solution of a linear stochastic equation.

Proposition 13.2.1. If π is a predictable and S-integrable process, then the
product E(π · S)E(−α ·M) is a local martingale.

Proof. We use Yor’s addition formula

E(X)E(Y ) = E(X + Y + 〈X, Y 〉),

for two continuous semimartingales (see e.g. [15], p. 374). It implies

E(π · S)E(−α ·M) = E((π − α) ·M),

and hence, the result. �

Remark 13.2.2. Proposition 13.2.1 states that E(−α ·M) is a strict mar-
tingale density for E(π · S) in the sense of Schweizer [45].

Lemma 13.2.3. Let x > 0. The process θ∗ = xαE(α·S) is x-superadmissible
and solves the integral equation

θ∗t = αt(x+

∫ t

0

θ∗r dSr), 0 ≤ t ≤ T. (13.5)
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Proof. We observe that the process θ∗ = xαE(α · S) is predictable and
satisfies for all t ∈ [0, T ]

x+ (θ∗ · S)t = x+ x

∫ t

0

αrE(α · S)rdSr

= x(1 +

∫ t

0

αrE(α · S)rdSr)

= xE(α · S)t > 0.

This yields that θ∗ is x-superadmissible. At the same time, multiplying both
extreme terms by αt shows that θ∗ solves (13.5). �

We now state the main result of this section. It generalizes Theorem 3.5.
of [2], where it was proved in the special case of a semimartingale given by
an SDE.

Theorem 13.2.4. For any x > 0 the following equation holds

u+(x) = log x+
1

2
E

∫ T

0

α2
s d〈M,M〉s. (13.6)

If E
∫ T

0
α2
sd〈M,M〉s < ∞, then the process θ∗ = xαE(α · S) is the unique

optimal portfolio.

Proof. We first assume that E
∫ T

0
α2
sd〈M,M〉s <∞.

Let θ ∈ A be x-superadmissible. Then x+(θ ·S)t > 0 a.s. for all t ∈ [0, T ]
and hence we can define a new process by

πt =
θt

x+ (θ · S)t
, 0 ≤ t ≤ T.

Since π is predictable, the integral π · S is defined.
The SDE

Y0 = x,

dYt = πtYtdSt = Ytd(π · S)t

is uniquely solved by the process Y = xE(π · S). On the other hand the
process x + (θ · S)t is also easily seen to be a solution. By uniqueness this
implies

x+ (θ · S) = xE(π · S). (13.7)

In the next step we will show that the expected logarithmic utility of
x + (θ · S)T is not greater than log x + 1

2
E
∫ T

0
α2
sd〈M,M〉s. Applying the
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inequality log z ≤ z − 1, valid for positive z, to the product of two positive
numbers a, b we get the inequality

log a ≤ ab− log b− 1.

If we take a = xE(π · S) and b = 1
x
E(−α ·M) we obtain

log xE(π · S) ≤ E(π · S)E(−α ·M)− log
1

x
E(−α ·M)− 1.

By Proposition 13.2.1 the product E(π · S)E(−α ·M) is a local martingale.
Since it is nonnegative, it is also a supermartingale and therefore by (13.7),

E[log(x+ (θ · S)T )] = E[log xE(π · S)T ]

≤ E[E(π · S)TE(−α ·M)T − log
1

x
E(−α ·M)T − 1]

≤ −E[log
1

x
E(−α ·M)T ]

= log x− E

[
−
∫ T

0

αtdMt −
1

2

∫ T

0

α2d〈M,M〉
]

= log x+
1

2
E

∫ T

0

α2d〈M,M〉.

This implies

u+(x) ≤ log x+
1

2
E

∫ T

0

α2d〈M,M〉.

Before we prove that in fact equality holds, we note

E log(xE(α · S)T ) = log x+
1

2
E

∫ T

0

α2d〈M,M〉.

Therefore it is enough to show that there is a process θ such that E log(x+
(θ · S)T ) = E log(xE(α · S)T ).
According to Lemma 13.2.3 the process θ∗ = xαE(α · S) belongs to A, is
x-superadmissible and satisfies

α =
θ∗

x+ (θ∗ · S)
,

from which we deduce

x+ (θ∗ · S)t = xE(α · S)t.

This proves the theorem in the case where E
∫ T

0
α2
sd〈M,M〉s <∞.
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We now claim that equation (13.6) is still true if E
∫ T

0
α2
sd〈M,M〉s =

∞.Since
∫ T

0
α2
sd〈M,M〉s < ∞ almost surely, we can find an increasing se-

quence of stopping times (Tn)n∈N such that Tn → T and

E

∫ Tn

0

α2
s d〈M,M〉s <∞.

With the first part of the proof we deduce

u+(x) ≥ log x+
1

2
E

∫ Tn

0

α2
s d〈M,M〉s

for all n ∈ N. By Beppo-Levi the right hand side goes to infinity as n→∞.
Hence u+(x) = ∞, which completes the proof. �

13.3 Maximal utility if wealth may become

negative

Here we allow the wealth process to take negative values and we deduce a
representation for u(x). If S allows arbitrage, then u(x) is infinite. Therefore,
we assume in this section that S = M + α · 〈M,M〉 satisfies (NFLVR).

If θ ∈ A is not x-superadmissible, then by Proposition 8.3.3

(θ · S)T ≤ −x

on a set with positive probability. This implies E log(x + (θ · S)T ) = −∞,
and therefore u(x) = u+(x). Hence we have shown:

Theorem 13.3.1. Let S be a continuous semimartingale satisfying (NFLVR).
The maximal expected logarithmic utility is given by

u(x) = log x+
1

2
E

∫ T

0

α2
s d〈M,M〉s.

Remark 13.3.2. Kramkov and Schachermayer [35] show that under the as-
sumption of (NFLVR) a more general result can be obtained. They give
explicit formulas for the maximal expected utility not only for the logarithm
but for a large class of utility functions.

We mention that E
∫ T

0
α2
sd〈M,M〉s < ∞ does not imply the (NFLVR)

property. In the following examples the integral of the drift is finite, but
arbitrage is possible and hence u(x) is infinite (see Proposition 7.2.2). Hence
the assumption of (NFLVR) in Theorem 13.3.1 cannot be dropped.
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Example 13.3.3. Let S be a BES 3 process starting in x > 0. It is known
that S solves the equation

St = x+Bt +

∫ t

0

S−1
u du, 0 ≤ t,

where (Bt) is a Brownian motion (see Proposition 3.3, Chapter VI in [42]).
It is straightforward to show that

E

∫ T

0

S−2
u du <∞,

and hence, by Theorem 13.2.4, u+(x) is finite, too. On the other hand Del-
baen and Schachermayer prove in [11] that S allows arbitrage.

Moreover, this example shows that the assumption (NFLVR) cannot be
dropped in Theorem 8.3.4: It is known that there are no simple arbitrage
strategies (see [11]). Hence every simple strategy θ satisfying U(x+(θ·S)T ) >
0, a.s, must be x-superadmissible (else one can construct a simple arbitrage
strategy). Consequently

sup
S3θ adm.

E[U(x+ (θ · S)T )] ≤ u+(x) <∞.

Since S allows arbitrage for general strategies, we have u(x) = ∞. Thus
Theorem 8.3.4 does not hold without the assumption (NFLVR).

Situations where the trader has finite utility u+(x), but (NFLVR) is not
satisfied, can easily arise on markets with insiders. An insider acts using
information from an enlarged filtration. As in the following example, this
produces sources for possible arbitrage which, in contrast to the previous
example, are very explicit.

Example 13.3.4. Let W be a Brownian motion on some probability space
(Ω, F, P ). We denote by (Ft)t≥0 the completed filtration generated by W . We
will study the price process

St = E(W )t, t ≥ 0,

not under (Ft)t≥0, but with respect to a larger filtration. Choose for example
T = 1, let a, b ∈ R such that a < b, let G = 1[a,b](W1), and take the right
continuous and completed version of Gt = Ft ∨ σ(G), t ∈ [0, 1]. By Theorem
12.6.1, an agent in this filtration possesses finite logarithmic utility, if wealth
has to be positive. u+(x) is given by the entropy of G, or, alternatively, by
1
2
E
∫ 1

0
α2
sds with the corresponding information drift α.
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We will see now that there are arbitrage strategies. Define a stopping time
by

T = inf{t ≥ 0 : Wt ≤ a− 1} ∧ 1.

The strategy θ = 1{W1∈[a,b]}1]T,1] is admissible, because

(θ · S)t ≥ −ea−1, 0 ≤ t ≤ 1.

Furthermore θ satisfies

i) (θ · S)1 = 1{W1∈[a,b]}(S1 − ST ) ≥ 0 and

ii) P ((θ · S)1 > 0) = P (T < 1,W1 ∈ [a, b]) > 0,

which shows that θ is an arbitrage strategy. In particular S doesn’t have the
(NFLVR) property.



Chapter 14

Additional logarithmic utility

We now return to the setting of a financial market with agents possessing
asymmetric information. We assume that each investor takes his portfolio
decisions on the basis of his individual information horizon, given by different
filtrations (Ft) and (Gt). We just suppose that Ft ⊂ Gt, t ≥ 0, but do not
specify at all what the sources for the additional information in (Gt) are.
The asset price process S is again a continuous semimartingale with S0 = 0,
and as in the preceding chapter we shall consider logarithmic utility U =
log . Our main result shows that in this general setting the utility difference
uG+(x)− uF+(x) is given by

1

2
E

∫ T

0

γ2
sd〈M,M〉s,

where M is the local martingale part in the (Ft)-decomposition and γ the
information drift obtained by passing from (Ft) to (Gt).

14.1 Orthogonalizing utility

Let us first specify those agents who possess finite utility on the basis of their
knowledge. For this let (Ht) be a filtration satisfying the usual conditions,
and recall that L2

H(M) is the Hilbert space of all (Ht)-predictable processes

α such that E
∫ T

0
α2 d〈M,M〉 <∞.

By Theorem 9.2.7, finite utility sH+(x) implies S to be a (Ht)-semimartingale

with decomposition S = M +α · 〈M,M〉 such that
∫ T

0
α2 d〈M,M〉 <∞, a.s.

Moreover, Theorem 13.2.4 implies α ∈ L2
H(M). Therefore we introduce the

following notion.

Definition 14.1.1. A filtration (Ht) satisfying the usual conditions will be

139
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called finite utility filtration for S, if S is a (Ht)-semimartingale with decom-
position S = M + α · 〈M,M〉, and if α belongs to L2

H(M).

Remark 14.1.2. In a strict sense, α ∈ L2
H(M) is not a process, but a class

of processes. In the following α will sometimes refer to the whole class and
sometimes only to a single representative.

A finite utility filtration for S may not be a finite utility filtration for a
different process. Nevertheless, we will often omit the process in the definition
since we are always referring to a fixed S.

Note that uH+(x) is finite for all x > 0, if (Ht) is a finite utility filtration
(see Theorem 13.2.4).

We can use elementary Hilbert space methods in order to compare traders
with different information. For this let (Ft) and (Gt) be two finite utility
filtrations and suppose Ft ⊂ Gt, t ≥ 0. We denote by

S = M + α · 〈M,M〉

the semimartingale decomposition with respect to (Ft) and by

S = N + β · 〈N,N〉

the decomposition with respect to (Gt). Note that

M = N − (α− β) · 〈M,M〉

is the (Gt)-semimartingale decomposition of M . Moreover, the process µ =
(β − α) is the information drift of (Gt) with respect to M .

The utility difference uG+(x)− uG+(x) depends only on µ. This will follow
from the next result.

Theorem 14.1.3. The information drift µ of (Gt) relative to M is orthogonal
to L2

F(M). Moreover, α is the orthogonal projection of β onto L2
F(M).

Proof. Let θ ∈ L2
F(M). Since θ is adapted to both (Ft) and (Gt), the

integrals (θ·M) and (θ·N) are square integrable martingales with expectation
zero. Therefore, with Theorem 10.2.1,

E

∫ T

0

θµ d〈M,M〉 = E

[∫ T

0

θβ d〈M,M〉 −
∫ T

0

θα d〈M,M〉
]

= E

[∫ T

0

θ dM −
∫ T

0

θ dN

]
= 0.

Thus we have shown that µ is orthogonal to L2
F(M). It follows immediately

that α is the orthogonal projection of β onto L2
F(M). �

An application of the Pythagoras Theorem yields:
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Theorem 14.1.4. The utility difference ∆u = uG+(x)−uF+(x) does not depend
on the initial wealth x > 0, and it satisfies

∆u =
1

2
E

∫ T

0

(β − α)2 d〈M,M〉

=
1

2
E

∫ T

0

µ2 d〈M,M〉.

We see that the additional logarithmic utility depends only on the infor-
mation drift µ. Therefore, we may write the utility increment in terms of the
metric δ2 introduced in Chapter 4:

Lemma 14.1.5. Let δ2 be defined with respect to the (Ft)-local martingale
M . Then √

∆u = δ2((Ft), (Gt)).
Moreover, we may characterize finite utility filtrations with the help of

the metric δ2.

Lemma 14.1.6. The filtration (Gt) is a finite utility filtration if and only if
(Ft) is a finite utility filtration and δ2((Ft), (Gt)) <∞.

Proof. The equivalence follows immediately from the definition of finite
utility filtrations and Theorem 14.1.4. �

14.2 Measuring utility

The results of the previous section allow us to study how utility is increasing.
The additional logarithmic utility is given by 1

2
E
∫ T

0
µ2 d〈M,M〉, where µ is

the information drift. Differentiating with respect to time t shows that the

additional utility is increasing with speed 1
2
E
(
µ2
t
d〈M,M〉t

dλ

)
at time t. We now

introduce a measure describing the impact of the new information during the
trading interval.

We use again initially enlarged approximations of the filtration (Gt) mod-
eling the knowledge of the better-informed trader. For s ∈ [0, T ] we set

Gst =

{
Ft, t < s⋂
u>tFu ∨ Gs, t ≥ s.

In the following, we assume that (Gst ) is a finite utility filtration for arbitrary
s ∈ [0, T ]. Let for 0 ≤ s ≤ t ≤ T

π0([0, s)× (t, T ]) = F (s, t) =
1

2
E

∫ T

t

(
µsr
)2
d〈M,M〉r,
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where µs is a (Gst )−information drift. π0 is defined only on the set J =
{[0, s)× (t, T ] : s ≤ t}. As the next theorem shows, π0 can be extended to a
measure on the Borel sets of D = {(s, t) ∈ R2 : 0 ≤ s < t ≤ T}.

Theorem 14.2.1. There exists a unique measure π on the Borel sets B(D)
of D satisfying π|J = π0.

Proof. In order to show that π0 can be extended to a unique measure on
B(D) it suffices to verify the following statements (see for instance Elstrodt
[19] Satz 4.5, Paragraph 4). For any (s, t) ∈ D and any sequence (sn, tn)n∈N in
D with sn ≤ s, tn ≥ t and limn→∞(sn, tn) = (s, t) we have limn→∞ F (sn, tn) =
F (s, t). Moreover, F (sn, tn) ≤ F (s, t) <∞.

Let sn, tn, s and t as above. Without loss of generality we assume
that (sn) is monotonically increasing. For u ∈ [t, T ] we consider the fil-
trations (Gsn

r )r∈[u,T ], n ∈ N, over the time interval [u, T ]. Since (µsn
r )r∈[u,T ]

are (Gsn
r )−information drifts, it follows with Theorem 14.1.3 that

E

∫ T

u

(
µs − µsn

)
µsn d〈M,M〉 = 0.

In particular,

E

∫ T

u

(
µsn
)2
d〈M,M〉 ≤ E

∫ T

t

(
µs
)2
d〈M,M〉 <∞.

By Theorem 4.5.4 the processes (µsn
r )r∈[u,T ] converge to the information drift

(µsr)r∈[u,T ] in L2(M ; [u, T ]). Therefore, for any u ∈ (t, T ],

lim inf
n→∞

E

∫ T

tn

(
µsn
)2
d〈M,M〉 ≥ E

∫ T

u

(
µs
)2
d〈M,M〉.

Due to the continuity of M the right hand side of the previous equation tends
to
E
∫ T
t

(
µs
)2
d〈M,M〉 as u ↓ t. Consequently, we obtain limn→∞ F (sn, tn) =

F (s, t). �

The measure π describes the utility increase. For example, π([0, s)×(u, t]),
s ≤ u ≤ t, is the impact of the additional information Gs during the interval
(u, t]. Moreover, π(D) is equal to the total utility increment ∆u = uG+(x) −
uF+(x). To show this we now approximate the general filtration (Gt) like in
Section 11.4 by successive initial enlargements. Let ∆ : 0 = s0 ≤ · · · ≤
sn = T , n ∈ N, be a partition of the interval [0, T ]. We let for r ∈ [si, si+1),
i = 0, . . . , n− 1,

G∆
r =

⋂
u>r

Gsi
∨ Fu.
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Similarly, let µsi be a (Gsi
r )−information drift for i = 0, . . . , n − 1 and set

µ∆
r = µsi

r for r ∈ [si, si+1). Obviously µ∆ is the (G∆
t )-information drift, and

therefore uG
∆

+ − uF+ = 1
2
E
∫ T

0
(µ∆

)2
d〈M,M〉. Moreover, it is straightforward

to show that
uG

∆

+ − uF+ = π(D∆),

where D∆ = {(s, t) ∈ D : ∃i ∈ {0, . . . , n − 1} with s < si and t > si}. We
can now express the total utility gain with the help of π.

Theorem 14.2.2.
∆u = π(D).

Proof. Let ∆n, n ∈ N, be a sequence of partitions such that for all n ∈ N,
∆n+1 is a refinement of ∆n, and limn |∆n| = 0. Then G∆n

t ⊂ G∆n+1

t , t ∈ [0, T ],

and Theorem 11.4.1 implies limn u
G∆n

+ = uG+. Therefore, by using monotone
convergence,

π(D) = lim
n→∞

π(D∆n) = lim
n
uG

∆n

+ − uF+ = ∆u.

�

The preceding theorem shows that the convergence result in Theorem
11.4.1 is true not only for sequences (∆n) for which ∆n+1 is a refinement of
∆n, n ≥ 1.

Proposition 14.2.3. Let (∆n) be an arbitrary sequence of partitions of the
interval [0, T ] satisfying limn |∆n| = 0. Then, for x > 0,

limuG
∆n

+ (x) = uG+(x).

Proof. If the mesh of the partitions ∆n tends to zero, then by dominated
convergence, limn→∞ π(D∆n) = π(D), and therefore the result. �

14.3 Shannon information and additional util-

ity

We continue now to analyze the link between the additional logarithmic util-
ity and the entropy of the new information.

Throughout this chapter let S be a continuous price process, (Ft) a finite
utility filtration for S, and M the continuous (Ft)-local martingale part.
Moreover, we assume that M satisfies the (PRP) relative to (Ft).
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The expected logarithmic utility increment is given by an integral version
of relative entropies of conditional probabilities, which we will interpret as
Shannon information difference between filtrations.

Our techniques require the existence of conditional probabilities. There-
fore, we make the same assumptions as in Chapter 5. In particular, we assume
that our probability space is standard and we distinguish again between the
countably generated filtration (F0

t ) and the completed right-continuous fil-
tration (Ft). Since we assume (PRP), the regular conditional probabilities
relative to the σ-fields F0

t satisfy

Pt(·, A) = P (A) +

∫ t

0

ks(·, A) dMs,

where k(·, A) is (Ft)-predictable. Let again (G0
t ) be a filtration satisfying

F0
t ⊂ G0

t and being generated by countably many sets. To simplify notation
we assume the filtration (G0

t ) to be left-continuous. Let (Gt) be the smallest
completed and right-continuous filtration containing (G0

t ). In the following,
we assume that (Gt) is a finite utility filtration and denote by µ its information
drift. Recall that by Theorem 5.1.9 we may assume that kt(ω, ·) is a signed
measure. For fixed r > 0, let µr be the information drift of the initially
enlarged filtration (Grt ), defined as in the end of Chapter 11. For stating the
main result we need the following lemma.

Lemma 14.3.1. Let 0 ≤ s < t and (Pm)m≥0 an increasing sequence of finite
partitions such that σ(Pm : m ≥ 0) = G0

s . Then

lim
m
E

∫ t

s

∑
A∈Pm

(
ku
Pu

)2

(·, A) 1A d〈M,M〉u = E

∫ t

s

(µsu)
2 d〈M,M〉u

and

lim
m
E

∫ t

s

∑
A∈Pm

ku
Pu

(·, A) 1A µ
s
u d〈M,M〉u = E

∫ t

s

(µsu)
2 d〈M,M〉u.

Proof. By Lemma 5.1.8 the process

Y m
u (ω, ω′) =

∑
A∈Pm

ku
Pu

(ω,A)1A(ω′), m ≥ 1,

is a L2(Pu(ω, ·))-bounded martingale for PM−a.a. (ω, u) ∈ Ω× [s, t]. Hence
(Y m

u (ω, ·)) converges to the density

γu =
ku(ω, dω

′)

Pu(ω, dω′)

∣∣∣∣
G0

s
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for PM -a.a. (ω, u) ∈ Ω× [s, t], and uniform integrability implies

lim
m

∫
(Y m

u )2(·, ω′)Pu(·, dω′) =

∫
γ2
u(·, ω′)Pu(·, dω′).

By Theorem 5.1.6 we have

γu(ω, ω) = µsu(ω)

PM−a.s. on Ω × [s, t]. The martingale property implies that the sequence(∫
(Y m

u )2(·, ω′) dPu(·, dω′)
)
m

is increasing and hence, by monotone conver-
gence,

lim
m
E

∫ t

s

∫
(Y m

u )2(·, ω′)Pu(·, dω′) d〈M,M〉u dP

= E

∫ t

s

∫
γ2
u(·, ω′)Pu(·, dω′) d〈M,M〉u dP

= E

∫ t

s

(µsu)
2 d〈M,M〉u dP.

In a similar way one can prove the second statement. �

We next discuss the concept of the additional information of a σ−field
relative to a filtration.

Definition 14.3.2. The additional information of A relative to the filtration
(Fr) on [s, t] (0 ≤ s < t ≤ T ) is defined by

HA(s, t) =

∫
HA(Pt(ω, ·)‖Ps(ω, ·)) dP (ω).

The following lemma establishes the basic link between the entropy of a
filtration enlargement and additional logarithmic utility of a trader possessing
this information advantage.

Lemma 14.3.3. For 0 ≤ s < t we have

HG0
s
(s, t) =

1

2
E

∫ t

s

(µsu)
2 d〈M,M〉u.

Proof. Let (Pm)m≥0 be an increasing sequence of finite partitions such
that σ(Pm : m ≥ 0) = G0

s . Recall that by equation (5.2) in Chapter 5.2∑
A∈Pm

[1A logPs(·, A)− 1A logPt(·, A)]

=
∑
A∈Pm

[
−
∫ t

s

ku
Pu

(·, A) 1A dM̃u −
∫ t

s

ku
Pu

(·, A) 1Aµu d〈M,M〉u

+
1

2

∫ t

s

(
ku
Pu

)2

(·, A) 1A d〈M,M〉u
]
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Since M̃ is a local martingale, we obtain by stopping and taking limits if
necessary

E
∑
A∈Pm

Ps(·, A) log
Pt(·, A)

Ps(·, A)

= E
∑
A∈Pm

[∫ t

s

ku
Pu

(·, A) 1Aµu d〈M,M〉u −
1

2

∫ t

s

(
ku
Pu

)2

(·, A) 1A d〈M,M〉u

]
.

Note that in the previous line µ may be replaced by µs, because (µ − µs)
is orthogonal to L2(M)(Gs) (see Theorem 14.1.3). Applying Lemma 14.3.1
yields

lim
m
HPm(s, t) =

1

2
E

∫ t

s

(µsu)
2 d〈M,M〉u.

Fatou’s Lemma implies

lim inf
m

HPm(s, t) ≥ HG0
s
(s, t).

On the other hand we have HPm(s, t) ≤ HG0
s
(s, t), since Pm ⊂ G0

s , and thus

lim
m
HPm(s, t) = HG0

s
(s, t),

which completes the proof. �

Let us now return to the approximation of a filtration by initial enlarge-
ments.

Definition 14.3.4. Let ∆ : 0 = s0 ≤ · · · ≤ sn = T , n ∈ N, be a partition of
the interval [0, T ] and let µ∆ be the information drift of (G∆

r ). The additional
information of (G∆

r ) relative to (Fr) is defined as

H∆ =
n−1∑
i=0

HG0
si
(si, si+1).

Theorem 14.3.5. We have

lim
|∆|→0

H∆ =
1

2
E

∫ T

0

µ2
u d〈M,M〉u.

Proof. This follows from Proposition 14.2.3 and Lemma 14.3.3. �
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Definition 14.3.6. Let X, Y and Z be three random variables in some
measurable spaces. The conditional mutual information of X and Y given Z
is defined by

I(X, Y |Z) = E
[
H(PX,Y |Z‖PX|Z ⊗ PY |Z)

]
,

provided the regular conditional probabilities exist.
Remember that if A is a sub-σ-algebra of F , then we write idA for the

measurable map (Ω,F) → (Ω,A), ω 7→ ω. For two sub-σ-algebras A and D
we abbreviate

I(A,D) = I(idA, idD).

Since our probability space is standard, for any sub-σ-fields A,D, E of F ,
there exists a regular conditional probability PidA,idD|idE , and we define

I(A,D|E) = I(idA, idD|idE).

Theorem 14.3.7.

lim
|∆|→0

∑
i

I(G0
si
,F0

si+1
|F0

si
) =

1

2
E

∫ T

0

µ2
u d〈M,M〉u.

Proof. Note that for three random variables X, Y and Z we have

dP(X,Y )|Z

d(PX|Z ⊗ PY |Z)
=
dPX|(Y,Z)

dPX|Z
.

This property implies that one has for 0 ≤ s < t ≤ T ,

I(G0
s ,F0

t |F0
s ) =

∫ ∫
log

dPidG0
s
|idF0

t

dPidG0
s
|idF0

s

dP (ω′) dP (ω)

=

∫ ∫
log

Pt(·, dω′)
Ps(·, dω′)

∣∣∣∣
G0

s

dP (ω′) dP (ω)

= HG0
s
(s, t).

Thus the assertion is an immediate consequence of Theorem 14.3.5. �

This result motivates the following notion.

Definition 14.3.8. The information difference of (G0
r ) relative to (F0

r ) up to
time T is defined as

A(G0,F0) = lim
|∆|→0

∑
i

I(G0
si
,F0

si+1
|F0

si
).



148

Remark 14.3.9. Note that we did not use M in our definition of the infor-
mation difference of (G0

r ) relative to (F0
r ). However, by Theorem 14.3.7, the

information difference may be represented in terms of any local martingale
satisfying the (PRP).

The information difference of two filtrations is related to the metric δ2
introduced in Chapter 4. Namely,√

A(G0,F0) = δ2((Gt), (Ft)).

Theorem 14.3.7 can be reformulated in the following way.

Theorem 14.3.10. The additional utility of an agent with information (Gt)
is equal to the information difference of (G0

r ) relative to (F0
r ), i.e.

∆u = A(G0,F0).

If (Gt) is initially enlarged by some random variable G, then the informa-
tion difference of (G0

r ) relative to (F0
r ) coincides with the Shannon information

between G and (F0
T ).

Lemma 14.3.11. Let G0
t = F0

t ∨ σ(G), where G is a random variable with
values in some Polish space. Then

A(G0,F0) = I(G,F0
T |F0

0 ).

Proof. Let 0 ≤ s ≤ t. By standard arguments we have

I(G0
s ,F0

t |F0
s ) = I(G,F0

t |F0
s )

and

I(G,F0
t |F0

0 ) = I(G, (F0
t ,F0

s )|F0
0 )

= I(G,F0
t |F0

s ) + I(G,F0
s |F0

0 )

(see e.g. [25] Theorem 1.6.3.) By iteration we obtain for all partitions ∆∑
i

I(G0
si
,F0

si+1
|F0

si
) = I(G,F0

T |F0
0 ),

and hence the result. �

The results of Thereom 12.6.1 may again be deduced from Lemma 14.3.11
and Theorem 14.3.10. However, here we do not assume F0 to be trivial, and
therefore we obtain a representation in terms of the conditional information:
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the additional logarithmic utility of an agent with information (Gt) is equal
to the Shannon information between G and (F0

T ) conditioned on F0, i.e.

∆u = I(F0
T , G|F0

0 ).

Moreover, if G0
t = F0

t ∨ σ(G) and G is F0
T−measurable, then the mutual

information I(F0
T , G|F0

0 ) is equal to the conditional absolute entropy of G
(see also [2]).

Let us finish the section with an example for a non-inital enlargement.

Example 14.3.12. We consider the classical stock market model with one
asset. Let (F0

t )t∈[0,1] be a Brownian filtration generated by the Brownian mo-
tion (Bt)t∈[0,1] and denote by (Ft) its completion. The stock price is modeled
by the process

St = S0 exp
{
Bt + bt

}
,

where S0 > 0 is the deterministic stock price at time 0 and b ∈ R.
The knowledge of the insider at time t is modeled by Gt =

⋂
r>tFr ∨

σ((Gs)s∈[0,r]), where Gt := B1 + B̃g(1−t), (B̃t) is a Brownian motion indepen-
dent of (Bt) and g : [0, 1] → [0,∞) is a decreasing function. We are therefore
in a setting similar to Example 5.2.2. We now calculate the utility increment
from the perspective of the notion of information difference of filtrations. For
0 ≤ s ≤ t ≤ 1 we have

I(G0
s ,F0

t |F0
s ) = I((Gu)u∈[0,s],F0

t |F0
s )

= I(Gs,F0
t |F0

s ) = I(Gs, Bt|F0
s ) + I(Gs,F0

t |F0
s , Bt)

= I(B1 + B̃g(1−s), Bt −Bs|F0
s )

= I(B1 −Bs + B̃g(1−s), Bt −Bs).

Recall that the differential entropy h(Y ) of a random variable Y is defined as
the relative entropy of its distribution with respect to Lebesgue measure. Using
the formula for the differential entropy for Gaussian measures we obtain

I(G0
s ,F0

t |F0
s ) = h(B1 −Bs + B̃g(1−s))− h(B1 −Bt + B̃g(1−s))

=
1

2
log(2πe(1− s+ g(1− s)))− 1

2
log(2πe(1− t+ g(1− s)))

=
1

2
log

1− s+ g(1− s)

1− t+ g(1− s)

Alternatively one can express I(G0
s ,F0

t |F0
s ) as

I(G0
s ,F0

t |F0
s ) =

1

2

∫ t

s

1

1− u+ g(1− s)
du.
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For a partition ∆ : 0 = t0 ≤ · · · ≤ tm = 1 (m ∈ N) one has

I∆ =
m−1∑
i=0

I(G0
ti
,F0

ti+1
|F0

ti
) =

1

2

∫ 1

0

1

1− u+ g(1−max{ti : ti ≤ u})
du

Next, choose a sequence of refining partitions (∆n) such that their mesh tends
to 0. Then the term in the latter integral is monotonically increasing in n
and convergent. Hence, one obtains

A(G0,F0) = lim
n→∞

I∆n =
1

2

∫ 1

0

1

1− u+ g(1− u)
du.

On the other hand,

A(G0,F0) = ∆u = uG+(x)− uF+(x).

Consequently the insider has finite utility if and only if
∫ 1

0
1

1−u+g(1−u) du <∞.

Now suppose g(y) = Cyp for some C > 0 and p > 0. It is straightforward to
show that the integral, and hence the additional utility, is finite if and only if
p ∈ (0, 1). This equivalence follows also from results in [9], where the authors
compute explicitly the information drift.

Conclusion

In this chapter we have seen how the additional logarithmic utility can be
calculated or estimated by means of the ‘mutual information’. We have shown
roughly the following: If the market is complete, then the additional utility
is equal to the mutual information between the old and the new information.
If the market is incomplete, then the mutual information is only an upper
bound, since it may include information being irrelevant for traders.

As a consequence, we now face the problem that we can choose between
two methods of determining the additional utility: either we determine the
information drift or we calculate the mutual information. In practice it can be
very hard to determine the information drift and to calculate its integral. In
these cases it may be more appropriate to determine the mutual information,
although it may only provide an upper bound.

The link to information theory can be further exploited in order to gain
more insight into how utility increases due to additional information. This
has partly been done in [3], where solutions to the entropy maximization
problem are used in order to obtain bounds for the mutual information and
thus the additional logarithmic utility.
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ful to H. Föllmer and to A. Kohatsu-Higa for accepting the task of being
co-examiners and for showing interest in my work. Special thanks go to S.
Dereich. A lot of the results presented in this thesis are the result of long, in-
tense and very joyful discussions with him. I incredibly appreciated working
with friends and collegues who were always willing to give help and encour-
agement: Matthias an der Heiden, Peter Arts, André Depperschmidt, Georgi
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