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#### Abstract

. For an undirected graph $G$ and a natural number $k$, the Cluster Deletion problem asks whether $G$ can be transformed into a cluster graph by deleting at most $k$ edges. The related Cluster Editing problem asks whether $G$ can be transformed into a cluster graph by $k$ edge modifications, that is, the addition or the deletion of an edge. The intersection graphs of unit diameter circles in the two-dimensional plane are called unit disk graphs. In this work, we show that Cluster Deletion and Cluster Editing are NP-hard even on planar unit disk graphs with maximum degree 4. Under the exponential time hypothesis (ETH), we show a running time lower bound of $2^{o(\sqrt{n+m})}$ for Cluster Deletion and Cluster Editing, also on planar unit disk graphs with maximum degree 4 . In the second part of this work, we present an FPT-algorithm for Cluster Deletion parameterized by treewidth $\omega$. Our algorithm has a running time of $O\left(3^{\omega} \cdot \omega \cdot n\right)$, provided that a nice tree decomposition of width $\omega$ is given. We conclude that on unit disk graphs of constant maximum degree as well as on planar graphs Cluster Deletion can be solved in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time, which matches our running time lower bound up to a polynomial factor.
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## 1 Introduction

Clustering is the process of splitting a set of objects into groups so that the objects within a group are similar and objects from different groups are dissimilar. As a form of exploratory data analysis, clustering is a central technique in unsupervised machine learning with many fields of application, including pattern recognition, data compression, bioinformatics and business intelligence [30]. Naturally, there are many ways of formulating clustering problems. Several of them are defined on graphs, where two objects, represented by vertices, are similar if there is an edge between them. Two well-studied graph clustering problems are Cluster Editing and Cluster Deletion. In both problems, the goal is to transform a graph into a cluster graph, where any two vertices share an edge if and only if they are in the same group. The decision version of Cluster Deletion asks whether it is possible to transform a graph $G$ into a cluster graph by deleting $k$ edges. The decision version of Cluster Editing asks whether it is possible to transform a graph $G$ into a cluster graph by $k$ edge modifications, that is, additions or deletions. The optimization version of any of the two problems asks for the smallest number $k$ so that the problem can be solved. In the general case, Cluster Editing and Cluster Deletion are known to be NP-hard [54, 64]. For many different graph classes, the complexity analysis of both problems has been settled, as efficient algorithms and running time lower bounds are known.

In this work we study the problem of Cluster Deletion on unit disk graphs, a subclass of simple undirected graphs. Unit disk graphs are the intersection graphs of unit diameter circles in the two-dimensional plane. For a set of points $P \subset \mathbb{R}^{2}$, the corresponding unit disk graph is created the following way: For each point in $P$, we create a vertex. We then connect any two vertices by an edge if and only if the distance between their associated points is at most 1. Any graph that can be created in this way is a unit disk graph. The set of points $P$ is called a unit disk representation of the graph. Different sets of equal size can have the same corresponding unit disk graph. This definition gives rise to the hope that the geometrical properties of unit disk graphs can be used to create efficient, perhaps even polynomial time algorithms. To the best of our knowledge, neither Cluster Deletion nor Cluster Editing has yet been explored on unit disk graphs.

### 1.1 Related Work

The NP-hardness of Cluster Editing has been shown even on graphs with maximum degree 5 [31]. Cluster Deletion is NP-hard even on graphs with maximum degree 4 and solvable in $O\left(n^{1.5} \log ^{2}(n)\right)$ time on graphs with maximum degree 3 or less [49]. Note that we use $n$ to denote the number of vertices in a graph and $m$ to denote the number of edges in a graph. Cluster Editing is also known under the name Correlation Clustering [6], whereas Cluster Deletion is sometimes called Maximum Edge Clique Partition [29]. A cluster graph is eqivalently defined as a $P_{3}$-free graph, that is, a graph that contains no path on three vertices $\left(P_{3}\right)$ as an induced subgraph.

Cluster Editing and Cluster Deletion are fixed-parameter tractable for the number $k$ of edge modifications required to transform the graph $G$ into a cluster graph [18]: Both problems can be solved by recursively searching a $P_{3}$ and considering the possible edge modifications to destroy it. For Cluster Deletion, this results in a running time of $O\left(2^{k} \cdot n^{3}\right)$, as for each $P_{3}$, two possible edge deletions need to be considered. For Cluster Editing, this results in a running time of $O\left(3^{k} \cdot n^{3}\right)$, as one must also consider adding an edge to turn the $P_{3}$ into a triangle [18]. There have been multiple improvements to this approach $[40,39,8,27]$. They make use of a wide range of techniques, such as solving connected components independently, merging vertices which are to end up in the same cluster and calculating lower bounds to terminate branches early. For Cluster Editing, the current best FPTalgorithm has a running time of $O\left(1.62^{k}+n+m\right)$ [10], whereas, for Cluster Deletion a running time of $O^{*}\left(1.415^{k}\right)$ has been achieved [7].

One reason why the parameter $k$ of edge modifications has attracted attention is that there exits a $2 k$-vertex kernel for both Cluster Editing and Cluster Deletion [21][19]: It is possible in $O(n+m)$ time to transform any instance ( $G, k$ ) of Cluster Editing into an equivalent instance ( $G^{\prime}, k^{\prime}$ ) with $k^{\prime} \leq k$ so that $G^{\prime}$ has at most $2 k^{\prime}$ vertices. The same algorithm also produces a $2 k$-vertex kernel for Cluster Deletion and the related problem of Strong Triadic Closure [20].

Under the exponential time hypothesis (ETH), both Cluster Editing and Cluster Deletion cannot be solved in $2^{o(n+m)}$ time [49]. Therefore, any future improvements can only be expected to reduce the base of the exponential function of the running times mentioned above. In search for subexponential or even polynomial running times for Cluster Editing
and Cluster Deletion, one has to restrict the properties of the input graph to a subclass. Cluster Deletion can be solved in polynomial time on graphs where no edge is contained in three different $P_{3} \mathrm{~S}$ [27]. Cluster Deletion can also be solved in polynomial time on cographs, that is, graphs which do not contain a $P_{4}$ [35]. In contrast, Cluster Deletion is NPhard even on $P_{5}$-free chordal graphs [15], aswell as on planar graphs [38, 48]. Cluster Deletion can be solved in polynomial time on (unit) interval graphs $[15,51]$. The class of (unit) interval graphs is defined as the intersection graphs of (unit) intervals. They can, therefore, be considered the one-dimensional pendant to (unit) disk graphs.

One of the central questions adressed in this work is the complexity of Cluster Deletion on the class of unit disk graphs. There are several induced subgraphs which cannot exist in unit disk graphs [5]. However, there are up to $2^{\frac{n}{2}}$ maximal cliques in unit disk graphs $[69,41]$ compared to $3^{\frac{n}{3}}$ maximal cliques in general graphs. Although the upper bound is lower for unit disk graphs, the number of maximal cliques still grows exponentially with the number of vertices. Recognizing whether a graph is a unit disk graph, that is, whether it has a unit disk representation, is NP-hard [17]. The best-known problem that is NP-hard in the general case but solvable in polynomial time on unit disk graphs is Clique. It is possible in $O\left(n^{3.5} \cdot \log (n)\right)$ time to find the biggest clique in a given unit disk graph [16]. This is true even if no unit disk representation is given [63]. Independent Set, however, is NPhard on unit disk graphs [22]. The NP-hardness of many other problems on unit disk graphs has also been proven, including: Vertex Cover [22], Hamiltonian Cycle [45], Steiner Tree [36] and 3-Coloring [22].

Although most well-known graph problems that are NP-hard in the general case are also NP-hard on unit disk graphs, there is some hope for finding better running times: Many problems that, under the ETH, have a running time lower bound of $2^{o(n)}$ in the general case, have subexponential or FPTalgorithms on unit disk graphs. Independent Set can be solved in $O\left(2^{\sqrt{n}}\right)$ and in $O\left(2^{\sqrt{k}}+n\right)$ time on unit disk graphs [1]. Moreover, it is possible to decide whether a given unit disk graph contains a path/cycle induced by $k$ vertices in $2^{O(\sqrt{k} \cdot \log (k))} \cdot n^{O(1)}$ time [32]. Under the ETH, this running time is tight up to the logarithmic factor in the exponent [32]. Also the $k$-Coloring problem can be solved in $2^{O(\sqrt{n \cdot k} \cdot \log (n))}$ time on unit disk graphs. Again this running time is ETH-tight up to the logarithmic factor in the exponent [25]. Clique Vertex Cover and Clique Edge Cover can be
solved in $O\left(n^{6 k+2}\right)$ time and $O\left(n^{6 k+3}\right)$ time on unit disk graphs [42]. They ask whether it is possible to cover the vertices/edges of a graph by selecting $k$ cliques. Both problems are, therefore, related to clustering problems.

With a recently presented framework it is possible to design subexponential algorithms and matching ETH lower bounds for problems on intersection graphs of similarly-sized geometric objects [28]: There exist algorithms with running times of $2^{O(\sqrt{n})}$ and, under the ETH, matching lower bounds for many problems such as Independent Set, $r$-Dominating Set for constant $r$, Steiner Tree, Hamilton Cycle/Path on unit disk graphs [28].

Another recently published framework makes use of the fact that disk graphs of bounded clique size have bounded treewidth [58]. It can be used to design subexponential FPT-algorithms for problems on disk graphs: For some constant $\alpha<1$ there exist algorithms with running times of $2^{O\left(k^{\alpha}\right)} n^{O(1)}$ for Triangle Hitting, Feedback Vertex Set and Odd Cycle Transversal on disk graphs [58].

One general observation for problems on unit disk graphs is that many running time lower and upper bounds are of the form $2^{O(\sqrt{n})}$ or similar to it. A graph class where the same observation can be made is the class of planar graphs. This has been called the square root phenomenon of planar graphs [62]. It can be attributed to the fact that any planar graph has a separator consisting of $O(\sqrt{n})$ vertices [56]. A stronger result is that any planar graph has treewidth $\omega<3.182 \sqrt{n}$ [34].

The graph parameter treewidth $\omega$ is commonly described as a measure of how tree-like a graph is. A tree has a treewidth of 1 , whereas a clique consisting of $c$ vertices has a treewidth of $c-1$. Since unit disk graphs can have arbitrarily large cliques, they can also have arbitrarily large treewidth. If we do, however, restrict the maximum degree $\Delta$ of a unit disk graph to a constant, we get the following bound on its treewidth: $\omega \in O\left(\Delta^{3} \sqrt{n}\right)$ [33]. There are other graph classes that have bounded treewidth as well [13, 65]. For this reason, much research has been devoted to the design of FPT-algorithms for the parameter treewidth [11, 67, 57, 26]. The problems of Minimum Clique Partition and Maximum $\mu$-Clique Packing can be solved in $O\left(2^{\omega} \cdot \operatorname{poly}(\omega) \cdot n\right)$ if a tree decomposition of width $\omega$ is given [68]. This is notable as both problems can be considered graph clustering problems. It is known that Cluster Deletion is fixed-parameter tractable for the parameter treewidth [50]. To the best of our knowledge, no FPT-algorithm for Cluster Deletion parameterized by treewidth has yet been presented.

### 1.2 Our Results

In Chapter 3 we present a polynomial-time reduction of 3-Sat to Cluster Deletion and Cluster Editing on unit disk graphs. More precisely, we show that both Cluster Deletion and Cluster Editing remain NP-hard, even when restricted to planar unit disk graphs with maximum degree 4. For Cluster Editing, this is the first proof of NP-hardness on graphs of maximum degree 4, as previously NP-hardness was known only on graphs with maximum degree 5 [31]. Assuming the exponential time hypothesis (ETH), we show that both Cluster Deletion and Cluster Editing cannot be solved in $2^{o(\sqrt{n+m})}$ time on planar unit disk graphs with maximum degree 4.

In Chapter 4 we present an FPT-algorithm for Cluster Deletion parameterized by treewidth $\omega$ that has a running time of $O\left(3^{\omega} \cdot \omega \cdot n\right)$ if a nice tree decomposition of width $\omega$ is given and $2^{O(\omega)} \cdot \omega \cdot n$ otherwise. This answers the question of whether such an algorithm admits a single exponential running time, recently mentioned by Italiano et al. [46]. Furthermore, we conclude that Cluster Deletion can be solved in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time on planar graphs and on unit disk graphs of constant maximum degree, as both graph classes are subject to the bound $\omega \in O(\sqrt{n})$ [34][33]. We observe that this running time matches the lower bound stated in Chapter 3 up to a polynomial factor.

## 2 Preliminaries

In this chapter we will explain the terminology and specify the notations used throughout this work. We first give a brief introduction to the fields of boolean algebra and computational complexity theory. We then explain the notations used to describe graphs and state the definitions of the different graph classes considered in this work. Subsequently, we define all graph problems considered in terms of their inputs and outputs. Finally, we state some simple observations about Cluster Deletion which will help to simplify further statements.

### 2.1 Boolean Algebra

In the following, we provide a brief introduction to boolean algebra, a fundamental cornerstone of computer science. Boolean algebra is based on the values true and false. With the operator NOT, denoted by an overline, values can be negated: $\overline{\text { true }}=$ false. The operator AND, denoted by $\wedge$, takes in two values and evaluates to true if and only if both of them are true. The operator OR, denoted by $\vee$, takes in two values and evaluates to true if at least one of them is true. Operators can be combined with boolean variables to express logical propositions, called boolean formulas. Let $\mathcal{X}$ be a set of boolean variables. An assignment $\alpha: \mathcal{X} \rightarrow\{$ true, false $\}$ maps every variable of $\mathcal{X}$ to a boolean value. A boolean formula $\Phi$ over the variable set $\mathcal{X}$ is a function that maps each possible assignment of $\mathcal{X}$ to a boolean value. The formula $\Phi$ is satisfiable if and only if there exists an assignment for its variables so that $\Phi$ evaluates to true. The occurrences of the variables in the formula itself, together with a possible negation, are referred to as literals $L=\left\{\ell_{1}, \ldots, \ell_{|L|}\right\}$ where $\ell_{i} \in\{x \mid x \in \mathcal{X}\} \cup\{\bar{x} \mid x \in \mathcal{X}\}$ for $i \in \mathbb{N}$, $i \leq|L|$. Note that $L$ is a multiset, as literals can appear multiple times. A clause consists of literals which are joined together by operators. For a multiset of literals $L=\left\{\ell_{1}, \ell_{2} \ldots\right\}$, a clause of the form $\left(\ell_{1} \wedge \ell_{2} \wedge \ldots\right)$ is called a conjunction, whereas a clause of the form $\left(\ell_{1} \vee \ell_{2} \vee \ldots\right)$ is called a disjunction. A formula $\Phi$ is in conjunctive normal form (CNF) if it is a conjunction of disjunction-clauses. Furthermore, a formula $\Phi$ is in $3-C N F$ if it is in CNF and every disjunction contains at most three literals. The 3-SAT problem is defined in the following way.

## 3-SAT

Input: A boolean formula $\Phi$ in $3-\mathrm{CNF}$
Question: Is $\Phi$ satisfiable?
Without loss of generality, we assume that for any instance of 3-SAT, in the formula $\Phi$ all clauses consist of exactly 3 literals. We also assume that each variable appears at least twice, as otherwise its assignment would be trivial.

Let $\Phi$ be a formula in 3 -CNF with the variable set $\mathcal{X}$ and the clause set $\mathcal{C}$. The associated graph of $\Phi$ is created in the following way: We create a vertex for every variable in $\mathcal{X}$ and for every clause in $\mathcal{C}$. We then create an edge for every literal in $\Phi$ from the vertex of its clause to the vertex of its variable. The problem of Planar 3-Sat is defined similarly to 3-Sat with the only difference being that the associated graph of the input formula $\Phi$ is planar. Both 3-Sat and Planar 3-Sat are NP-complete [23, 55].

### 2.2 Computational Complexity Theory

The field of computational complexity theory aims to answer questions about the requirements necessary to solve computational problems in terms of space and running time. In the following, we briefly go over some of the key concepts in the field. A detailed introduction can be found in several textbooks [4, 37].

Running Time: The number of steps it takes an algorithm to terminate in the worst-case is called its running time. When analyzing the running time of an algorithm, the goal is to bound its running time by a function. The variables of this running time function can depend on both the input and the output of the algorithm.

Decision Problem: For a finite alphabet $\Sigma$ a language $L$ is a subset of $\Sigma^{*}$. The question of whether a word $x \in \Sigma^{*}$ is part of the language $L \subseteq \Sigma^{*}$ is the decision problem $P_{L}: \Sigma^{*} \rightarrow$ true, false $\}$. We have:

$$
P_{L}(x)=\text { true } \Leftrightarrow x \in L \quad \Leftrightarrow \quad x \text { is a yes-instance of } P_{L} .
$$

Reduction: Let $L_{1}$ and $L_{2}$ be two languages. A reduction from $P_{L 1}$ to $P_{L 2}$ $r: \Sigma^{*} \rightarrow \Sigma^{*}$ is a computable function so that $x \in L_{1} \Leftrightarrow r(x) \in L_{2}$. We call $r$ a polynomial time reduction from $P_{L 1}$ to $P_{L 2}$ if and only if there exists an algorithm that, for each $x \in \Sigma^{*}$, computes the result $r(x)$ in a running time polynomial in $|x|$. In other words: For an instance $p_{1}$ of a decision problem $P_{1}$ a reduction constructs an equivalent instance $p_{2}$ of another problem $P_{2}$. We could now solve the instance $p_{1}$ by solving $p_{2}$. This way, we can show that solving the problem $P_{1}$ takes at most the time required to perform the reduction and subsequently solve the problem $P_{2}$.

P vs. NP: In the field of complexity theory desicion problems are divided into different categories called complexity classes. The class P is made up of problems that can be solved in polynomial time by a deterministic turing machine. The class NP is made up of problems that can be solved in polynomial time by a non-deterministic turing machine and verified in polynomial time by a deterministic turing machine. We have $\mathrm{P} \subseteq$ NP. The assumption that there are problems that cannot be solved in polynomial time by a deterministic turing machine, namely $\mathrm{P} \neq \mathrm{NP}$, is widely believed to be true. A problem is $N P$-hard if there exists a polynomial time reduction from any problem in NP to it. A problem is NP-complete if it is both NP-hard and in NP. The complexity class of a problem tells us whether or not there exists an algorithm for it with a running time bounded by a polynomial function. It does, however, not tell us anything about the specific form of this function.

ETH: A stronger assumption, which implies $\mathrm{P} \neq \mathrm{NP}$, is the exponential time hypothesis (ETH). It states that for any integer $k \geq 3$, there exists a number $s_{k}>0$ so that $k$-SAT cannot be solved in $2^{\left(s_{k}-\epsilon\right) n}$ time, where $\epsilon>0$ [43]. Under the ETH it is possible to give running time lower bounds [44]: 3-SAT cannot be solved in $2^{o(|\mathcal{X}|+|\mathcal{C}|)}$ time, unless the ETH is false. Note that $\mathcal{X}$ and $\mathcal{C}$ are the variables and clauses of the given formula.

Further remarks: We assume that, in our computational model, basic arithmetic operations, such as adding or multiplying two integers, as well as querying a table for a single value, are possible in constant time. This is particularly relevant when analyzing the running time of dynamic algorithms on tree decompositions [14], as we do in Chapter 4.

### 2.3 Graphs

A graph $G=(V, E)$ consists of a set of vertices $V$ and a set of edges $E \subseteq\{\{u, v\}: u, v \in V\}$. The sizes of those sets are denoted with $n=|V|$ and $m=|E|$. We say two vertices $u, v \in V$ are adjacent if $\{u, v\} \in E$. The edge $\{u, v\}$ is incident with the vertices $u$ and $v$. For a vertex $v$ we denote its neighborhood by $N(v)=\{u \in V:\{u, v\} \in E\}$. We refer to the vertices in $N(v)$ as the neighbors of $v$. The number of neighbors of a vertex $v$ is denoted by $\operatorname{degree}_{G}(v)=|N(v)|$. Note that we omit the subscript when the graph is clear from the context. The maximum degree of a graph $G$ is defined as $\Delta=\max _{v \in V} \operatorname{degree}(v)$.

Let $G=(V, E)$ be a graph. The graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is called an induced subgraph of $G$ if $V^{\prime} \subseteq V$ and $E^{\prime}=\left\{\{u, v\} \in E: u, v \in V^{\prime}\right\}$. We also refer to $G^{\prime}$ as the graph induced by $V^{\prime}$. For a vertex set $S \subseteq V$ we denote with $G-S$ the graph induced by the vertex set $V \backslash S$.

Let $G=(V, E)$ be a graph. A sequence of distinct vertices $\sigma=\left(v_{1}, \ldots, v_{\ell}\right)$ is a path of length $\ell$ if $\left\{v_{i}, v_{i+1}\right\} \in E$ for all $i \in[1, \ell-1]$. It is also denoted as a $P_{\ell}$ or as a $\left(v_{1}, v_{\ell}\right)$-path since it starts at $v_{1}$ and ends at $v_{\ell}$. A connected component $C=\left(V^{\prime}, E^{\prime}\right)$ is a maximal induced subgraph of $G$ so that for every pair of vertices $u, v \in V^{\prime}$ there exists a $(u, v)$-path in $G$. Every vertex of a graph belongs to exactly one connected component. A graph is connected if it has only one connected component. All graphs considered in this work are simple and undirected, meaning edges have no weight and no direction.

## Basic Graph Classes

A graph $G=(V, E)$ is a $\ldots$
... triangle, if we have $|V|=3$ and $|E|=3$.
... diamond, if we have $|V|=4$ and $|E|=5$.
$\ldots$ (cordless-) cycle, if it is connected and each vertex $v$ has degree $(v)=2$.
... tree, if it is connected and contains no cycle as an induced subgraph.
... clique of size $s \in \mathbb{N}$, if $|V|=s$ and $|E|=\binom{s}{2}$.
... cluster graph, if every connected component of $G$ is a clique.
For a number $s \in \mathbb{N}$ the graph $G=(V, E)$ is called an $s$-star if it has a vertex $v_{c} \in V$ so that degree $\left(v_{c}\right)=s=|V|-1=|E|$. The vertex $v_{c}$ is called the center of the s-star.

## Planar Graphs

A graph is planar if it can be drawn in the two-dimensional plane in such a way that no two edges cross each other. More formally, vertices are represented by distinct points and edges are represented by non-intersecting curves between the points of their vertices.

## Unit Disk Graphs

Let $P \subset\{(x, y): x, y \in \mathbb{R}\}$ be a set of points in the two-dimensional plane. The unit disk graph corresponding to $P$ is created the following way: For each point we create a vertex. We then connect each pair of vertices by an edge if and only if their points have a euclidean distance of at most 1. A graph $G=(V, E)$ is a unit disk graph if it can be created this way. In other words: $G$ is a unit disk graph if there exists a set of points $P$ so that $G$ is equivalent to the unit disk graph corresponding to $P$. We call $P$ a unit disk representation of $G$.

## Tree Decompositions

A tree decomposision of a graph $G$ is a graph $D=(I, \Lambda)$ with a set of nodes $I$ that are connected by the edges $\Lambda$ to form a tree. Each node $i \in I$ is associated with a vertex set $V_{i} \subseteq V$ that is called its bag, so that:

1. each vertex is part of at least one bag,
2. for each vertex $v$, the nodes that contain $v$ in its bag induce a tree in $D$, 3. for each edge, both of its vertices are part of at least one bag.

A nice tree decomposition of a graph $G$ is a tree decomposition of $G$ that is a binary tree with the root node $r$ so that the bag of $r$ is empty, $V_{r}=\emptyset$, and furthermore, each node is of exactly one type:

1. a leaf node $i$ has no child nodes and its bag is empty: $V_{i}=\emptyset$,
2. an introduce node $i$ has one child node $j$ so that $V_{i}=V_{j} \cup\{v\}$,
3. a forget node $i$ has one child node $j$ so that $V_{i}=V_{j} \backslash\{v\}$, 4. a join node $i$ has two child nodes $j$ and $\ell$ so that $V_{i}=V_{j}=V_{\ell}$.

Let $G$ be a graph and let $D=(I, \Lambda)$ be a nice tree decomposition of $G$. For a node $i \in I$ we denote with $G_{i}$ the graph induced by the vertices in $V_{i}$ and all vertices in bags of nodes that appear below $i$ in $D$. Note that we also refer to $i$ as a node $i \in D$.

The width $\omega$ of a (nice) tree decomposition $D$ is defined as the maximum number of vertices in a bag minus one: $\omega=\max _{i \in D}\left|V_{i}\right|-1$. The treewidth of a graph $G$ is the smallest possible width $\omega$ of any tree decomposition $D$ of $G$. Calculating the treewidth of a graph is NP-hard [3]. For a graph $G$ and any fixed $\omega$ it is possible in $2^{O\left(\omega^{3}\right)} \cdot n$ time to compute a tree decomposition of width $\omega$ or to determine that the treewidth of $G$ is greater than $\omega$ [12]. There is also a recent algorithm which achieves the same result in $2^{O\left(\omega^{2}\right)} \cdot n^{4}$ time [53]. As both running times contain a double exponential factor, to compute tree decompositions one often uses approximations with smaller running times. For a graph $G$ and any fixed $\omega$ it is possible in $2^{O(\omega)} \cdot n$ time to compute a tree decomposition of width at most $2 \omega+1$ or to determine that the treewidth of $G$ is greater than $\omega$ [52]. One can assume that any tree decomposition computed or given has at most $n$ nodes. Otherwise it would be redundant in the sense that it would contain a node whose bag is a subset of another bag [2]. When given a tree decomposition of width $\omega$, it is possible in $O\left(\omega^{2} \cdot n\right)$ time to create a nice tree decomposition of width $\omega$ that has at most $O(\omega \cdot n)$ nodes [2].

The treewidth is commonly described as a measure of how treelike a graph is. A tree has $\omega=1$ and a clique has $\omega=n-1$. A graph with treewidth $\omega$ contains no clique of size $\omega+2$.

### 2.4 Graph Problems

In the following, the graph problems considered in this work are formally defined. The two main problems adressed are Cluster Editing and Cluster Deletion. They are closely related, as their definitions show:

## Cluster Deletion

Input: A Graph $G=(V, E)$ and an integer $k$.
Question: Can $G$ be transformed into a cluster graph by deleting at most $k$ edges ?

## Cluster Editing

Input: A Graph $G=(V, E)$ and an integer $k$.
Question: Can $G$ be transformed into a cluster graph by at most $k$ edge modifications, that is, additions and deletions ?

Let $G$ be a graph. The minimum number $k$ for which $(G, k)$ is a yes-instance of Cluster Deletion is greater than or equal to the minimum number $k^{\prime}$ for which $\left(G, k^{\prime}\right)$ is a yes-instance of Cluster Editing.

The Clique Partition problem can also be considered a graph clustering problem. Similarly to Cluster Deletion, the goal is to group the vertex set of $G$ into cliques. Clique Partition seeks to minimize the number of cliques, whereas Cluster Deletion seeks to maximize the number of edges within the cliques.

## Clique Partition

Input: A Graph $G=(V, E)$ and an integer $k$.
Question: Can $V$ be divided into $k$ disjoint subsets $V_{1}, \ldots, V_{k} \subseteq V$ so that each subset induces a clique?

## $\mu$-Clique Packing

Input: A Graph $G=(V, E)$ and an integer $k$.
Question: Is it possible to create $k$ disjoint subsets $V_{1}, \ldots, V_{k} \subseteq V$ so that each subset induces a clique of size $\mu$ ?

Note that these are the decision versions of the problems. They ask whether there exists a solution of a given size $k$. The optimization versions ask for the smallest/biggest $k$ for which there exists a solution of size $k$.

### 2.5 Simple Observations for Cluster Deletion

In the following, we list some known reduction rules for instances of Cluster Deletion. We will not prove them, as they are straightforward and can be considered common knowledge. Additionally, we state two lower bounds on the number of edge deletions required to turn certain induced subgraphs into cluster graphs. These are also stated without a proof, but will help to simplify further statements.

Reduction Rule 1 Let $G$ be a graph with multiple connected components. We can solve Cluster Deletion independently on each connected component. The solution size $k$ of Cluster Deletion on $G$ is the sum of the solution sizes for all connected components.

Reduction Rule 2 For a graph $G=(V, E)$ let $\{u, v\},\{v, w\} \in E$ be edges. Further let degree $(u)=1$ and degree $(v)=2$. We can delete the edge $\{v, w\}$ from $G$ and reduce $k$ by 1 .

Reduction Rule 3 For a graph $G=(V, E)$ let $\left\{v_{1}, v_{2}, v_{3}\right\}$ be a triangle so that $\operatorname{degree}\left(v_{1}\right)+\operatorname{degree}\left(v_{2}\right)+\operatorname{degree}\left(v_{3}\right)=7$. Let $u \in V$ be the only neighbor of this triangle so that $\left\{v_{1}, u\right\} \in E$. We can delete the edge $\left\{v_{1}, u\right\}$ and reduce $k$ by 1 .

Reduction Rule 4 For a number $s \in \mathbb{N}$ let $G=(V, E)$ be an s-star. We can delete all edges except one and reduce $k$ by $s-1$.

Reduction Rule 5 For a graph $G=(V, E)$ let $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\} \in V$ be vertices that induce a $P_{4}$ with the edges $\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\},\left\{v_{3}, v_{4}\right\} \in E$. Let $N\left(v_{1}\right) \cap N\left(v_{4}\right)=\emptyset$, degree $\left(v_{2}\right)=2$ and degree $\left(v_{3}\right)=2$. We can remove the vertices $v_{2}$ and $v_{3}$ as well as the edges incident with them, add the edge $\left\{v_{1}, v_{4}\right\}$ and reduce $k$ by 1 .

Lower Bound 1 For a number $\ell \in \mathbb{N}$, let $G$ be a graph that contains a $P_{\ell}$ as an induced subgraph. In any optimal solution of Cluster Deletion on $G$, at least $\left\lfloor\frac{\ell-1}{2}\right\rfloor$ edges of this $P_{\ell}$ are deleted.

Lower Bound 2 For a number $s \in \mathbb{N}$, let $G$ be a graph that contains an s-star $G_{s}$ as an induced subgraph. In any optimal solution of Cluster Deletion on $G$, at least $s-1$ edges of $G_{s}$ are deleted.

## 3 Running Time Lower Bound

In this chapter we will study the complexity of Cluster Deletion on unit disk graphs.

Theorem 1 Cluster Deletion is NP-hard even on planar unit disk graphs with maximum degree 4.

To prove Theorem 1, we present a polynomial-time reduction of 3-SAT to Cluster Deletion on unit disk graphs. In Section 3.1 we define two types of subgraphs and show how they help in expressing boolean formulas as equivalent instances of Cluster Deletion. Section 3.2 contains the formal description of our reduction. In Section 3.2.1 we define a set of gadgets by giving unit disk representations for them. In Section 3.2.2 we explain how the gadgets can be combined to construct a unit disk graph $G$ from a given instance of 3-SAT. We also calculate the number of edge deletions needed to turn $G$ into a cluster graph. In Section 3.2.3 we prove that the constructed instance of Cluster Deletion is equivalent to the given instance of 3-SAT. As our reduction takes only polynomial time, we obtain the NP-hardness of Cluster Deletion on unit disk graphs. The structural properties of the constructed unit disk graph imply the constraints in Theorem 1.

Theorem 2 Cluster Deletion cannot be solved in $2^{o(\sqrt{n+m})}$ time on planar unit disk graphs with maximum degree 4, unless the ETH fails.

In Section 3.2.4 we prove Theorem 2 by bounding the size of the graph constructed in our reduction.

## Overview of Reduction

Most reductions from 3-SAT to graph problems have a common pattern: Based on a given formula $\Phi$ one constructs a graph consisting of so called gadgets for both the variables and clauses and then connects them according to $\Phi$. A fundamental challenge when following this pattern to construct a unit disk graph is that we cannot create edges arbitrarily. The unit disk graph constructed in our reduction therefore has a clear layout, which is exemplified in Figure 1.


Figure 1: Schematic of a constructed unit disk graph with 3 Variable Gadgets (yellow), 2 Clause Gadgets (green), Cable Gadgets (light blue), Crossing Gadgets (dark blue) and Interface Vertices (red).

The two-dimensional space is divided into a grid so that we can distinguish between tiles of size $15 \times 15$ individually. The clause gadgets are lined up horizontally, just below the X-axis. The size of a clause gadget is fixed; it takes up three tiles, one for each literal. The variable gadgets are lined up vertically, just left of the Y-axis. The size of a variable gadget varies; it takes up one tile for each occurence of its variable in the formula $\Phi$. The structure of the formula $\Phi$, more specifically its associated graph, is modeled by cable gadgets. Each cable gadget takes up a single tile. For each literal we form a path consisting of cable gadgets from the corresponding clause gadget to the corresponding variable gadget. In tiles where two cable gadgets would cross each other we place a crossing gadget instead. This is necessary because due to the nature of unit disk graphs placing two cable gadgets on top of each other would induce additional edges.

Our crossing gadget is inspired by the crossing gadget used in a reduction of 3 -SAT to PLANAR 3-SAT to show its NP-hardness [55]. There are many more variants of Planar 3-SAT, a lot of them are NP-hard as well [66]. To show the NP-hardness of Cluster Deletion on unit disk graphs a reduction from any of these variants would suffice. This would not require a crossing gadget, as by definition the associated graph of a formula in planar 3 -CNF is planar. The reason we reduce from 3-SAT is that its running time lower bound, assuming the ETH, is stronger. In fact, the ETH itself implies that 3 -SAT cannot be solved in $2^{o(|\mathcal{C}|)}$ time, where $\mathcal{C}$ is the number of clauses in the given 3-CNF formula [43].

### 3.1 Special Subgraphs

In this section we introduce two specific graph structures and calculate the number of edge deletions it takes to transform them into cluster graphs. We then show how they will help in our endeavor of expressing boolean formulas as instances of Cluster Deletion.

### 3.1.1 Triangle-Ring

The first structure is called a triangle-ring. As seen in Figure 2, it consists of an even number of triangles which form a ring so that any two neighboring triangles share a vertex.

Definition 1 (Triangle-Ring) For $s \in \mathbb{N}$ with $s \bmod 2=0$ and $s \geq 4$, the graph $G=(V, E)$ is called a triangle-ring of size $s$ if it can be constructed in the following way:

1. Construct a cordless cycle consisting of $s$ vertices and $s$ edges.
2. For each edge $\left\{u_{1}, u_{2}\right\}$ of this cycle add a vertex $v$ with $N(v)=\left\{u_{1}, u_{2}\right\}$.

When talking about a triangle-ring, the vertices of the cordless cycle are referred to as the inner vertices. The other vertices of a triangle-ring are referred to as the outer vertices. Note that each inner vertex has degree 4 and each outer vertex has degree 2. Further note that the size $s$ is defined to be an even number, as all triangle-rings used in the reduction have even size. Finally note that a triangle-ring of size $s$ has exactly $2 \cdot s$ vertices and $3 \cdot s$ edges. In the context of Cluster Deletion, the term deleting the triangles alternatingly refers to the deletion of the edges of every second triangle in the ring.





Figure 2: Triangle-Rings of sizes 4,6 and 8 along with a clustering of the triangle ring of size 8 which matches Lower Bound 3. Some of the edge disjoint $P_{3}$ s are highlighted in different colors.

Lower Bound 3 Let $G$ be a graph that contains a triangle-ring $G_{T}$ of size s as an induced subgraph. To transform $G$ into a cluster graph, at least half of the edges of $G_{T}$ have to be deleted. Moreover, there are exactly two ways of transforming $G_{T}$ into a cluster graph while still matching this bound. Both entail deleting the triangles alternatingly.

Proof. We show the lower bound by showing that there are $1.5 s$ edge disjoint $P_{3} \mathrm{~S}$ in $G_{T}$. This can also be seen in Figure 2. Firstly, consider the cordless cycle that is formed by the inner vertices. As it consists of $s$ edges, there are clearly 0.5 s edge disjoint $P_{3}$ s in this cordless cycle. Secondly, consider the other $2 s$ edges of $G_{T}$, more precisely the edges incident to outer vertices. Each inner vertex forms a $P_{3}$ with two outer vertices. Note that these $P_{3}$ s are edge disjoint from each other and from the $P_{3}$ s of the cordless cycle. As there are s inner vertices, there are $s$ edge disjoint $P_{3} \mathrm{~s}$ within the edges incident to outer vertices. This brings the total to 1.5 s edge disjoint $P_{3} \mathrm{~s}$. We therefore know that in $G_{T}$ at least 1.5 s edges have to be deleted. This is exactly half of all edges of $G_{T}$. As seen in Figure 2, this bound can be matched by deleting the triangles alternatingly. Thus, in any optimal clustering, in each of the described $P_{3}$ s exactly one edge has to be deleted. There are exactly two ways of transforming the cordless cycle into a cluster graph while deleting exactly one edge in each $P_{3}$. For both of these ways we can directly derive an optimal clustering of $G_{T}$. Consider an edge $\left\{v_{1}, v_{2}\right\} \in E$ of the cordless cycle that does not get deleted and thus is part of a cluster. This cluster can only consist of vertices that are adjacent to both the vertices $v_{1}$ and $v_{2}$. There is only one outer vertex that satisfies this condition. Therefore, all edges incident to $v_{1}$ or $v_{2}$ that are not part of the triangle $\left\{v_{1}, v_{2}, v_{3}\right\}$ have to be deleted. Performing this for all 0.5 s remaining edges of the cordless cycle deletes $s$ edges and leaves $G_{T}$ as a cluster graph consisting of $s$ triangles. In total this procedure deletes $0.5 s+s=1.5 s$ edges.

(a) $(2,2)$

(b) $(2,3)$

(c) $(0,4)$

Figure 3: Triangle-Stars with different signatures.

### 3.1.2 Triangle-Star

The second structure is called a triangle-star. As seen in Figure 3, it consists of a star and a number of triangles.

Definition 2 (Triangle-Star) For $t, s \in \mathbb{N}$ with $t \leq s$, the graph $G=(V, E)$ is called a triangle-star with signature $(t, s)$ if it can be constructed in the following way:

1. Construct an s-star.
2. Add $t$ vertex-disjoint triangles so that each of them shares a vertex with one individual non-center vertex of the s-star.

Lemma 1 Let $G$ be a triangle-star with signature $(t, s)$. Let $k$ be the smallest number of edges that have to be deleted to transform $G$ into a cluster graph. We have:

$$
k= \begin{cases}s & \text { if } t=s \\ s-1 & \text { if } t<s\end{cases}
$$

Proof. For every triangle we apply Reduction Rule 3. This results in the deletion of $t$ edges. The remaining graph is a star with $s-t$ edges. If $t=s$ we are done and the total cost is equal to $s$. If $t<s$ we apply Reduction Rule 4, which results in the deletion of $(s-t)-1$ edges. The total cost is then equal to $s-1$.

(a) Constructed Graph.




(b) 4 clusterings for 4 assignments. Observe that one triangle-star requires 2 edge deletions (red), the others only require 1 edge deletion (green)

Figure 4: The formula ( $x \vee y$ ) as an instance of Cluster Deletion.

## Expressing Boolean Formulas as Instances of Cluster Deletion

To show how the special instances defined in the previous sections can be used to model boolean formulas, we give a simple example. We construct a graph which models the clause $(x \vee y)$. It can be seen in Figure 4a. We construct two triangle-rings of size 4 and mark their triangles alternatingly with $x$ and $\bar{x}$ as well as with $y$ and $\bar{y}$ respectively. We then connect a triangle marked with $x$ and a triangle marked with $y$ by a $P_{3}$. The reason why this graph models the formula $(x \vee y)$ becomes apparent when considering how an optimal clustering of it looks. By Lower Bound 3, in the trianglerings at least $2 \cdot 6=12$ edges have to be deleted. Moreover, in combination there are exactly $2^{2}=4$ ways of matching this bound by alternatingly deleting the triangles of both of the triangle-rings. Performing any of them would leave a triangle-star with signature $(t, 2)$ where $t \in\{0,1,2\}$, as Figure 4 b shows. By Lemma 1, this triangle-star has cost 2 if it has signature $(2,2)$ and cost 1 otherwise. In other words: If performing the edge deletions in the triangle-rings leaves a triangle-star with two triangles, the clustering requires an additional edge deletion and is thus not optimal. Now we take into account the markings of the triangles: The only way for the triangle star to require an additional edge deletion is if the triangles marked with $\bar{x}$ and $\bar{y}$ get deleted. This corresponds to the assignment $\bar{x}$ and $\bar{y}$ which is the only assignment that does not satisfy the clause $(x \vee y)$.

In the following, we sketch how to construct a graph from an arbitrary formula $\Phi$ in 3 -CNF with the variable set $\mathcal{X}$ and the clause set $\mathcal{C}$. Variables are modeled by triangle-rings. For each $x \in \mathcal{X}$, we construct a triangle-ring and alternatingly mark its triangles with $x$ and $\bar{x}$. The size of the trianglering depends on the number of occurrences of the variable $x$. Clauses are modeled by 3 -stars. For each clause $c \in \mathcal{C}$, we add a vertex $v_{c}$ and add three edges to connect $v_{c}$ to three triangles that are marked according to the literals of the clause $c$. This way, if we were to delete the triangles of the triangle-rings alternatingly, the resulting graph does only consist of trianglestars of signature $(t, 3)$ where $t \in\{0,1,2,3\}$.

We can summarize the central idea behind our reduction as follows: The constructed graph $G$ corresponds to the given formula $\Phi$. The triangle-rings in $G$ correspond to the variables $\mathcal{X}$. For a variable-ring, the two possible clusterings matching Lower Bound 3 correspond to the two boolean values a variable can assume. Deleting the triangles of the triangle-rings alternatingly corresponds to picking an assignment $\alpha: \mathcal{X} \rightarrow \mathbb{B}$. The resulting trianglestars correspond to the clauses $\mathcal{C}$ after filling in the boolean values according to $\alpha$ but before evaluating the clauses themselves. A triangle getting deleted corresponds to a literal being set to true. A triangle not getting deleted and therefore being present in a triangle-star corresponds to a literal being set to false. Remember that the signature $(t, s)$ of a triangle-star refers to the number of triangles $t$ and the $s$-star. Further remember that a triangle-star has a clustering matching Lower Bound 1, if and only if $t<s$. A trianglestar having a signature of $(t, 3)$ where $t \in\{0,1,2\}$ corresponds to a clause evaluating to true. A triangle-star having a signature of $(3,3)$ corresponds to a clause evaluating to false. Solving Cluster Deletion on a triangle-star corresponds to evaluating a clause. A clustering of $G$ that matches Lower Bound $2+3$ corresponds to a satisfying assignment of $\Phi$.

## Towards Unit Disk Graphs

When constructing a unit disk graph, we cannot create edges arbitrarily. Implementing the ideas described above to express boolean formulas as instances of Cluster Deletion on unit disk graphs therefore comes with a challenge. One can see that triangle-rings can be created in unit disk graphs by carefully crafting a unit disk representation. However, connecting them directly with 3 -stars is only possible for very simple formulas, as the triangle-rings would have to be placed closely together. To overcome this




Figure 5: Top: The clause ( $x \vee \bar{y} \vee z$ ) as an instance of Cluster Deletion on unit disk graphs. Note the cables consisting of 2 and 6 edges (orange). Middle: The satisfying assignment $\{x, y, z\} \rightarrow$ true, true, false $\}$. Bottom: The non-satisfying assignment $\{x, y, z\} \rightarrow\{$ false, true, false $\}$.
challenge, we make use of Reduction Rule 5. Remember that Reduction Rule 5 allows us to replace an induced $P_{4}$ by an edge, if its middle vertices have no other neighbors. Generally speaking, Reduction Rule 5 allows us to shorten the length of paths. Consider the edges of a 3 -star as paths consisting of only one edge. In our construction, we extend these paths by adding longer paths of even length, called cables. An example of this can be seen in Figure 5. By exhaustive application of Reduction Rule 5, we could shorten the paths until they consist of only one edge again. Note that this application is only theoretical, as the graph would no longer be a unit disk graph. It does, however, ensure that the instance constructed is equivalent.

### 3.2 Reduction

In this section we present our reduction of 3-SAT to Cluster Deletion on unit disk graphs. We first define a set of gadgets by giving unit disk representations of them. We then explain how to combine these gadgets to construct a unit disk graph $G$ from a given boolean formula $\Phi$ in 3-CNF. We also describe how to calculate the critical cost $k$, which completes the construction of the instance $(G, k)$ of Cluster Deletion. We then prove that $(G, k)$ is equivalent to the instance of 3 -SAT implied by $\Phi$. In the last part of this section we bound the size of the graph $G$ which will allow us to bound the running time of Cluster Deletion on unit disk graphs.

### 3.2.1 Gadgets

In the following, we formally define the gadgets used in our reduction. We do this by showing a unit disk representation of each type of gadget, that is, a set of points in the two-dimensional plane. This way we make sure the gadgets can in fact be created in unit disk graphs. First we do, however, establish a way of reliably connecting different gadgets.

Interface Vertex Connecting two gadgets, as it is often done in reductions, is not trivial when constructing a unit disk graph. For this reason we introduce the notion of an interface vertex. Two gadgets that are placed next to each other in the grid depicted in Figure 1 may share an interface vertex. Each interface vertex is defined in two gadgets and serves to connect them. When placing the gadgets in the two-dimensional plane, an interface vertex will be placed twice in exactly the same position. At the end of constructing the unit disk graph, we will identify any two vertices with the same position as the same vertex. In our figures, the interface vertices are marked in red as they are also helpful when understanding how the gadgets are combined.


Figure 6: A variable gadget: The border between the different parts is green. The interface vertices are red, the switch vertices are blue. The variable occurs three times, the last occurrence is negated.

Variable Gadget A variable gadget is depicted in Figure 6. It is essentially a large triangle-ring. The size of this triangle-ring depends on the number of times the corresponding variable occurs in the formula $\Phi$. We distinguish between the lower part, middle part and upper part of a variable gadget. Each variable gadget has a lower and an upper part for the first and last time its variable occurs in $\Phi$ according to an ordering which will be defined at the beginning of our construction. Furthermore it has one middle part for each additional occurrence. The distance between two adjacent vertices in the variable ring is $\sqrt{\frac{45}{64}} \approx 0.84$. When a variable occurs in a clause it is either negated or not negated. To account for this we use a switch functionality, depicted by the blue vertices in Figure 6. If the occurence in the corresponding clause is negated, then the lower vertex is placed, forming a $P_{3}$ from the interface vertex to the lower triangle. If it is not negated, then the upper vertex is placed, forming a $P_{3}$ from the interface vertex to the upper triangle.


Figure 7: A clause gadget.


Figure 8: Two cable gadgets.

Clause Gadget A clause gadget is depicted in Figure 7. It consists of three path graphs which meet at a 3 -star. The distance between two adjacent vertices is $\frac{15}{18}=0.8 \overline{3}$. This ensures that we do not induce diagonal edges at the right angles, since, according to the Pythagorean theorem, we have $0.8 \overline{3}^{2}+0.8 \overline{3}^{2}>1^{2}$. A clause gadget has 3 interface vertices.

Cable Gadget There are three types of cable gadgets: horizontal, vertical and right-angled. As depicted in Figure 8, all of them are path graphs. The distance between two adjacent vertices is $\frac{15}{18}=0.8 \overline{3}$. This ensures that we do not induce diagonal edges at the right angle, since, according to the Pythogareon theorem, we have $0.8 \overline{3}^{2}+0.8 \overline{3}^{2}>1^{2}$. The two vertices at the ends are interface vertices.

(a) unit disk representation, the variable rings (letters) and the clause ( $a \vee b$ ) (green) are marked for the proof of Lemma 2.

(b) replacement (not a unit disk g.)

(c) clustering

Figure 9: Crossing Gadget

Crossing Gadget Our crossing gadget is inspired by a crossing gadget from a reduction of 3-SAT to PLANAR 3-SAT [55], where it is used to express 3-CNF formulas in planar 3-CNF. Our crossing gadget is depicted in Figure 9a. It consists of eight triangle-rings and nine connections between them. A crossing gadget has four interface vertices denoted by $v_{n}, v_{e}, v_{s}$ and $v_{w}$. Let $E^{*}=\left\{e_{1}, \ldots, e_{8}\right\}$ denote the eight edges closest to the interface vertices. The functionality of a crossing gadget is proven by Lemma 2. It essentially achieves the effect of two cable gadgets at once: a horizontal and a vertical one. Let $(G, k)$ be an instance of Cluster Deletion where $G$ contains a crossing gadget $G_{C}$ as an induced subgraph and $k$ is calculated by Lower Bound 1-3. We can replace $G_{C}$ by two $P_{5} \mathrm{~s}$, as depicted in Figure 9b, and reduce $k$ by 67 . The edges of the $P_{5}$ s are denoted by $E^{*}=\left\{e_{1}, \ldots, e_{8}\right\}$ as well. For a clustering to match Lower Bound 1-3, exactly four of the edges in $E^{*}$ have to be deleted. This holds for the crossing gadget $G_{C}$ before performing the replacement as well as for the two $P_{5} \mathrm{~s}$.

Lemma 2 Let $G$ be a graph that contains a crossing gadget $G_{C}$ as an induced subgraph so that only its four interface vertices $v_{n}, v_{e}, v_{s}$ and $v_{w}$ are adjacent to $G \backslash G_{C}$. Let $G^{\prime}$ be the graph obtained by replacing the crossing gadget $G_{C}$ in $G$ by a replacement graph $G_{R}$ that consists of two $P_{5}$ from $v_{n}$ to $v_{s}$ and from $v_{w}$ to $v_{e}$ respectively. There is an optimal solution of CLUSTER Deletion on $G$ that deletes 71 edges in $G_{C}$ if and only if there is an optimal solution of Cluster Deletion on $G^{\prime}$ that deletes 4 edges in $G_{R}$.

Proof. First we observe that by the Lower Bounds 1-3, to turn $G_{c}$ into a cluster graph at least 71 of its edges have to be deleted. To avoid a tedious case distinction we make use of the special subgraphs described in Section 3.2 and the way they model boolean formulas. There are eight triangle rings in a crossing gadget, as indicated in Figure 9a. We interpret them as variables that result to false if the triangles pointing outwards and inwards get deleted and to true otherwise. Observe the variable rings $a$ and $b$. As suggested in Section 3.1.3, we interpret the path between them as the clause $(a \vee b)$. We do so similarly for all eight variable rings. In total a crossing gadget models nine clauses.

$$
\begin{array}{llll}
(a \vee b) & (b \vee c) & (c \vee d) & (d \vee e) \quad(e \vee f) \\
(f \vee g) & (g \vee h) & (h \vee a) & (\bar{b} \vee \bar{d} \vee \bar{f} \vee \bar{h})
\end{array}
$$

Note that the last clause has four literals, as it originates from the 4 -star and the paths in the middle of the crossing gadget. By conjoining these clauses and applying a series of boolean reduction rules we see that they imply:

$$
(a \vee e) \wedge(c \vee g)
$$

To match the lower bound when turning $G_{C}$ into a cluster graph, both of these clauses need to be satisfied. The clause ( $a \vee e$ ) tells us that in the variable rings $a$ and $e$ we may only delete one of the triangles pointing at $v_{n}$ and $v_{s}$ respectively. It follows that, to match the lower bound, we need to delete either the edge $e_{2}$ or the edge $e_{3}$. This is the exact functionality of the replacement, where $e_{2}$ and $e_{3}$ are adjacent in the $\left(v_{n}, v_{s}\right)$-path. Similarly, we can show that the clause $(c \vee g)$ implies that the crossing gadget is subject to the same functionality as the $\left(v_{w}, v_{e}\right)$-path of the replacement. The edges $E^{\prime}$, which appear in both the crossing gadget and the replacement, can therefore be considered as linked. For any clustering of $G_{C}$ that matches the lower bound of 71 edge deletions we can obtain a clustering of $G_{R}$ with 4 edge
deletions where out of $E^{\prime}$ the same edges get deleted. For any clustering of $G_{R}$ that matches the lower bound of 4 edge deletions we can obtain a clustering of $G_{C}$ with 71 edge deletions where out of $E^{\prime}$ the same edges get deleted. An example of this is depicted in Figure 9c.

Details Table 1 shows the exact number of vertices and edges in each type of gadget. Additionally, it contains the number of edge deletions necessary to turn the individial gadgets into cluster graphs. These numbers can be calculated using Lower Bound 1-3.

| Gadget-Type | Vertices | Edges | $k_{\min }$ | Count |
| :--- | ---: | ---: | ---: | :---: |
| Variable (per part) | 82 | 122 | 61 | $3 \cdot\|\mathcal{C}\|$ |
| Clause | 46 | 45 | 23 | $\|\mathcal{C}\|$ |
| Cable (right-angled) | 19 | 18 | 9 | $3 \cdot\|\mathcal{C}\|$ |
| Cable (straight) | 19 | 18 | 9 | $O\left(\|\mathcal{C}\|^{2}\right)$ |
| Crossing | 97 | 140 | 71 | $O\left(\|\mathcal{C}\|^{2}\right)$ |

Table 1: Details of the Gadgets used in the Reduction

### 3.2.2 Construction

In the following, we formally define how to construct an equivalent instance of Cluster Deletion on unit disk graph when given an instance of 3-SAT.

## Graph

Let $\Phi$ be a boolean formula in 3-CNF with the variable set $\mathcal{X}$ and clause set $\mathcal{C}$. We first set an arbitrary order for the variables, clauses and literals within clauses. Let $L_{c}$ be the list of literals sorted by their clause. For an integer $i$ with $1 \leq i \leq\left|L_{c}\right|$ we denote with $L_{c}[i]$ the literal at position $i$ in clause order. For a literal $\ell \in L_{c}$ we denote with $L_{c}^{\text {index }}[\ell]$ the position of $\ell$ in clause order. Let $L_{v}$ be the list of literals sorted by their variable. For an integer $i$ with $1 \leq i \leq\left|L_{v}\right|$ we denote with $L_{v}[i]$ the literal at position $i$ in variable order. For a literal $\ell \in L_{v}$ we denote with $L_{v}^{\text {index }}[\ell]$ the position of $\ell$ in variable order.

We now create a unit disk graph $G=(V, E)$ by giving a unit disk representation, that is, the coordinates the vertices in $V$ have in the two-dimensional plane. An example of the underlying schematic is given by Figure 1.

For $i, j \in \mathbb{Z}$ with $-1 \leq i, j<3 \cdot|\mathcal{C}|$ we adress with tile $\langle i, j\rangle$ the area in the two-dimensional plane with $x=[i \cdot 15,(i+1) \cdot 15]$ and $y=[j \cdot 15,(j+1) \cdot 15]$. The gadgets defined in the previous section are placed in the tiles in the following way:

Clauses: For $i \in \mathbb{Z}$ with $0 \leq i<|\mathcal{C}|$ we place a clause gadget spanning the following three tiles: tile $\langle 3 i,-1\rangle$, tile $\langle 3 i+1,-1\rangle$, tile $\langle 3 i+2,-1\rangle$.

Variables: First we place the bottom part of a variable gadget in tile $\langle-1,0\rangle$ and a top part of a variable gadget in tile $\langle-1,| L_{v}|-1\rangle$. Then we place the rest of the variable gadgets: For $i \in \mathbb{N}$ with $1<i<\left|L_{v}\right|$ let $\lambda_{0}, \lambda_{1}$ and $\lambda_{2}$ be the variables of the literals $L_{v}[i-1], L_{v}[i]$ and $L_{v}[i+1]$ respectively. In tile $\langle-1, i-1\rangle$ we place a ...
... top part of a variable gadget if $\lambda_{1} \neq \lambda_{2}$,
... middle part of a variable gadget if $\lambda_{1}=\lambda_{2}$ and $\lambda_{1}=\lambda_{0}$,
... bottom part of a variable gadget if $\lambda_{1} \neq \lambda_{0}$.
To take into account whether the literal $L_{v}[i]$ is negated, we make sure the interface vertex forms a $P_{3}$ with the right triangle. If $L_{v}[i]$ is negated, we place the switch vertex between the interface vertex and the lower triangle. If the literal $L_{v}[i]$ is not negated, we place the switch vertex between the interface vertex and the upper triangle. Additionally, we alternatingly mark the triangles with $\lambda_{1}$ and $\overline{\lambda_{1}}$. In total, we essentially place one variable gadget for every variable. All middle parts from a bottom part to the next top part above it belong to one variable gadget.

Connections: For each pair of values $i, j \in \mathbb{Z}$ with $1 \leq i \leq\left|L_{c}\right|$ and $1 \leq j \leq\left|L_{c}\right|$ in tile $\langle i-1, j-1\rangle$ we place a ...
... corner cable gadget if $L_{c}[i]=L_{v}[j]$,
... vertical cable gadget if $L_{v}^{\text {index }}\left[L_{c}[i]\right]>j$ and $L_{c}^{\text {index }}\left[L_{v}[j]\right]<i$,
... horizontal cable gadget if $L_{v}^{\text {index }}\left[L_{c}[i]\right]<j$ and $L_{c}^{\text {index }}\left[L_{v}[j]\right]>i$,
$\ldots$ crossing cable $\quad$ if $L_{v}^{\text {index }}\left[L_{c}[i]\right]>j$ and $L_{c}^{\text {index }}\left[L_{v}[j]\right]>i$,
... nothing else.
We essentially model the associated graph of the formula $\Phi$, as depicted in Figure 1. We connect the variable gadgets and the clause gadgets via cable gadgets, as well as crossing gadgets if a tile would contain two cables.

## Critical cost k

Together with the graph $G$, the integer $k$ of allowed edge deletions makes up an instance of Cluster Deletion. As explained in Section 3.1.3, the general idea is that the formula $\Phi$ is satisfiable if and only if there exists a clustering that meets Lower Bound 1-3. For the different gadgets, the minimum number of edge deletions necessary to turn them into cluster graphs are listed in Table 2. We keep a count on how many of the different gadgets we place in the construction. The critical cost $k$ is equal to the total number of minimum edge deletions required to turn all gadgets into cluster graphs:

$$
\begin{align*}
k & =9 \cdot \#_{\text {gadgets }}^{\text {cable }}+71 \cdot \#_{\text {gadgets }}^{\text {crossing }}+61 \cdot(3 \cdot|\mathcal{C}|)+23 \cdot|\mathcal{C}|  \tag{1}\\
k & =9 \cdot \#_{\text {gadgets }}^{\text {cable }}+71 \cdot \#_{\text {gadgets }}^{\text {crossing }}+206 \cdot|\mathcal{C}| \tag{2}
\end{align*}
$$

### 3.2.3 Correctness

In the following, we will show the correctness of the reduction described above. The idea of the proof is that we first transform the constructed instance of Cluster Deletion with Reduction Rule 5 and according to Lemma 2. This will result in a graph which only consists of the special subgraphs defined in Section 3.1.

Lemma 3 For any given formula $\Phi$ in 3 -CNF the reduction described above creates a unit disk graph $G$ and calculates a number $k$ so that the following equivalence holds:
$\Phi$ is satisfiable. $\Leftrightarrow(G, k)$ is a yes-instance of Cluster Deletion.
Proof. Let $\left(G^{\prime}, k^{\prime}\right)$ be the instance of Cluster Deletion equivalent to the instance $(G, k)$ which is is obtained in the following way. We first replace all crossing gadgets in the way suggested in Lemma 2 and lower $k$ by 67 for each crossing gadget replaced. We then apply Reduction Rule 5 exhaustively. This shortens the cable gadgets that connect variable gadgets and clause gadgets. The graph $G^{\prime}$ now only consists of the triangle rings which are connected by 3 -stars. Note that this does not alter the variable gadgets or the 3 -stars of the clause gadgets. They are still connected in the same way. Further note that $G^{\prime}$ is not a unit disk graph. This does not matter since we are only showing the equivalence of instances. We now prove Lemma 3 by showing that the equivalence holds for $\left(G^{\prime}, k^{\prime}\right)$ :
$(\Rightarrow)$ Let $\alpha$ be an assignment of the variable set $\mathcal{X}$ which satisfies $\Phi$. We can turn $G^{\prime}$ into a cluster graph with exactly $k^{\prime}$ edge deletions in the following way: First, we delete the triangles of the variable gadgets according to $\alpha$. More specifically, for each variable gadget, we delete the edges of the triangles that are marked according to the value assigned to its variable in $\alpha$. This matches Lower Bound 3. Other than components that are already clusters, the remaining graph consists of $|\mathcal{C}|$ triangle-stars, one for each clause gadget placed. Recall that the clause gadgets were connected to variable gadgets via cable gadgets, according to the formula $\Phi$. The length of these connections was reduced to exactly one edge in the beginning of this proof. The triangles of a triangle-star therefore correspond to the literals of the clause its star originated from. If a triangle did not get deleted, its corresponding literal was set to false. For the assignment $\alpha$, in every clause at least one literal is set to true. By deleting the triangles according to $\alpha$, in every triangle-star, at least one triangle gets deleted. By Lemma 1, all triangle-stars can therefore be transformed into a cluster graph while matching Lower Bound 2. As both lower bounds are matched, we know that $G^{\prime}$ can be turned into a cluster graph by $k^{\prime}$ edge deletions.
$(\Leftarrow)$ We know that $\left(G^{\prime}, k^{\prime}\right)$ is a yes-instance of Cluster Deletion. Since $k^{\prime}$ is calculated according to Lower Bound 1-3 we know that there exists a clustering of $G^{\prime}$ which matches all three of them. In this clustering, for each triangle ring, the edges of every second triangle are deleted. Performing this deletion on $G^{\prime}$ would result in a graph consisting of $|\mathcal{C}|$ triangle-stars, one for each clause gadget placed. These triangle-stars can be transformed into a cluster graph while matching Lower Bound 2. This implies that in all resulting triangle-stars at least one triangle got deleted. The triangles of a triangle-star correspond to the literals of the clause its star originated from. As in all resulting triangle-stars at least one triangle got deleted, we know that in all clauses at least one literal is set to true. The existence of this clustering therefore implies the existence of an assignment which satifies all clauses.

We have shown that for any given instance of 3-SAT, our reduction creates an equivalent instance of Cluster Deletion. We are now ready to prove Theorem 1. Our reduction is a polynomial time reduction: Creating the unit disk graph and calculating the critical number $k$ clearly takes time polynomial in the size of the formula $\Phi$. If it were possible to solve Cluster Deletion on unit disk graphs in polynomial time, we could solve 3-SAT
in polynomial time as well. Since the latter is NP-complete, we obtain the NP-hardness of the former. Finally, we observe that the constructed unit disk graph is planar and has maximum degree 4, justifying the restrictions in Theorem 1.

### 3.2.4 Complexity

For a given instance of 3-SAT, the reduction creates an instance of Cluster Deletion. An instance of 3-SAT consists of a formula $\Phi$ in 3-CNF with variable set $\mathcal{X}$ and clause set $\mathcal{C}$. An instance of Cluster Deletion consists of a graph $G$ and a number $k$. In the following, we calculate the asymptotic size of the graph $G$. More specifically, we bound the number of vertices $n$ and edges $m$ with respect to the number of clauses $|\mathcal{C}|$ in the formula $\Phi$. As shown in Table 2, all gadgets have a constant number of vertices and edges. The size of $G$ therefore only depends on the number of gadgets placed in the construction. Clearly, there are $|\mathcal{C}|$ clause gadgets. We count the variable gadgets by their individual parts: in total there are $3 \cdot|\mathcal{C}|$ individual parts, as for each occurence of a variable in $\Phi$, exactly one part is placed. The number of cable gadgets and crossing gadgets depends on the ordering we pick in the construction. We can, however, bound their number by taking into account the area they are placed in. As shown in Figure 1, the area covered by cable and crossing gadgets is the square defined by the variable gadgets and the clause gadgets. Both the number of cable gadgets and the number of crossing gadgets thus scale quadratically with the number of clauses. We can therefore conclude that the constructed graph $G$ has $n=O\left(|\mathcal{C}|^{2}\right)$ vertices and $m=O\left(|\mathcal{C}|^{2}\right)$ edges.

ETH We are now ready to prove Theorem 2. The lower bound follows from the size of the graph created in the reduction. For a given formula $\Phi$ the graph constructed has $n=O\left(|\mathcal{C}|^{2}\right)$ vertices and $m=O\left(|\mathcal{C}|^{2}\right)$ edges. If there was an algorithm solving Cluster Deletion on unit disk graphs in $2^{o(\sqrt{n+m})}$ time, there would also be an algorithm solving 3-SAT in $2^{o(|\mathcal{C}|)}$ time. This is not possible unless the ETH fails. Again, the structural properties of the constructed graph $G$ justify the restrictions in Theorem 2.

### 3.3 Implications for Cluster Editing

By reduction from 3-Sat, we have shown the NP-hardness of Cluster Deletion on unit disk graphs. Assuming the exponential time hypothesis (ETH), we have also shown a running time lower bound. A problem closely related to Cluster Deletion is Cluster Editing. Besides edge deletions, Cluster Editing also allows the addition of edges to transform the input graph into a cluster graph.

Corollary 1 Cluster Editing is NP-hard even on planar unit disk graphs with maximum degree 4. Furthermore, Cluster Editing cannot be solved in $2^{o(\sqrt{n+m})}$ time on planar unit disk graphs with maximum degree 4, unless the ETH fails.

Proof. On diamond-free graphs, there is always an optimal solution of Cluster Editing that does not require the addition of edges [61]. In other words, on diamond-free graphs, the problem of Cluster Editing is equivalent to Cluster Deletion. The unit disk graph $G$ constructed in our reduction is diamond-free. An algorithm solving Cluster Editing on $G$ would also solve Cluster Deletion on $G$. We conclude that both the NP-hardness result of Theorem 1 and the running time lower bound of Theorem 2 also apply to Cluster Editing.

## Conclusion

In this chapter, we have shown the NP-hardness of both Cluster Deletion and Cluster Editing on planar unit disk graphs of maximum degree 4. To the best of our knowledge this is the first proof of NP-hardness for Cluster Editing on graphs of maximum degree 4. To accompany this result, we have shown that both Cluster Deletion and Cluster Editing cannot be solved in $2^{o(\sqrt{n+m})}$ time on planar unit disk graphs with maximum degree 4, unless the exponential time hypothesis (ETH) fails. The form of the running time lower bound, namely the square root in the exponent, is consistent with many other running time lower bounds for problems on unit disk graphs $[32,9,28]$. To ensure that our running time lower bound is tight, one would have to show that an algorithm with a matching running time exists.

## 4 Parameterized Complexity

In this chapter we will study the complexity of Cluster Deletion parameterized by treewidth $\omega$. In Section 4.1 we present an FTP-algorithm and analyze its running time and space requirements. In Section 4.2 we conclude what our results imply for the complexity of Cluster Deletion on graph classes of bounded treewidth, such as planar graphs. In Section 4.3 we discuss how our algorithm can be adapted to solve related problems such as Clique Partition instead. Additionally, we elaborate on why adressing Cluster Editing with similar adaptations might not be straightforward.

### 4.1 Cluster Deletion parameterized by Treewidth

Courcelle's Theorem states that any problem definable in $\mathrm{MSO}_{2}$ can be solved in linear time on graphs of bounded treewidth [24]. This implies the existence of an algorithm with a running time of $O(f(\omega) \cdot n)$ whereas the exact form of $f$ depends on the problem at hand. Since Cluster Deletion can be expressed in $\mathrm{MSO}_{2}$ [50], it is FPT for the parameter treewidth. It is, however, an open question whether such an algorithm admits to a single exponential running time [46], as it has yet to be formulated in concrete terms.

Theorem 3 Cluster Deletion can be solved in $2^{O(\omega)} \cdot \omega \cdot n$ time on graphs of treewidth $\omega$.

For a given graph of treewidth $\omega$ it is possible in $2^{O(\omega)} \cdot n$ time to create a tree decomposition of width at most $2 \omega+1$ [52]. This tree decomposition can be turned into a nice tree decomposition in $O\left(\omega^{2} \cdot n\right)$ time [2]. Observe that both steps take linear time on graphs with bounded treewidth and are thus suitable to be part of an algorithm in the sense of Courcelle's Theorem. If a nice tree decomposition would help in solving Cluster Deletion in a similar running time, the combined algorithm would prove Theorem 1.

Lemma 4 Cluster Deletion can be solved in $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time provided a nice tree decomposition of width $\omega$ is given.

In the remainder of this section we prove Lemma 2, and thus Theorem 1, by presenting a dynamic algorithm that solves Cluster Deletion by traversing a nice tree decomposition.

A vertex set is called a separator if the graph would have multiple connected components without it. A common algorithmic strategy is to consider all possibilities of dividing the sepeartor set among the components and then solving the problem independently for each of them. Like most graph problems, Cluster Deletion can be solved independently on connected components. Two vertices from different connected components cannot be in the same cluster since they are not adjacent. Each vertex of the separator can form a cluster with vertices from only one of the connected components.

One way of reliably finding separators is with the help of a nice tree decomposition. For each node, the vertices of its bag constituate a separator which divdes the other vertices into those which appear above and those which appear below the node. Our algorithm follows the usual procedure of dynamic algorithms on nice tree decompositions. We start at the leaf nodes and combine our way up, storing the already calculated solutions. At a node our algorithm considers all ways of splitting the vertices of its bag into those that form clusters with vertices from above and those which form clusters with vertices from below. For each split we then calculate the solution of Cluster Deletion on the lower component.

### 4.1.1 Dynamic Algorithm

Let $G=(V, E)$ be a graph. Let $D$ be a nice tree decomposition of $G$ with width $\omega$. For a node $i$ of $D$ we denote with $V_{i} \subseteq V$ the vertices contained in its bag. With $G_{i} \subseteq G$ we denote the graph that is induced by the vertices $V_{i}$ and those that appear below $i$ in $D$.

We traverse $D$ in post-order: For each node $i$ we create a table $T_{i}$ which stores an integer for each possible subset $S \subseteq V_{i}$. Formally $T_{i}: \mathcal{P}\left(V_{i}\right) \rightarrow \mathbb{Z}$. The values of $T_{i}$ are calculated as described in the rules below, depending on the type of the node $i$. They satisfy the following equation:

$$
\begin{aligned}
T_{i}[S]= & \text { number of edges remaining after solving } \\
& \text { CLUSTER DELETION on the graph } G_{i}-\left(V_{i} \backslash S\right) .
\end{aligned}
$$

By definition the root of a nice tree decomposition is empty. In other words, we have $V_{\text {root }}=\emptyset$. Therefore, the table $T_{\text {root }}$ has only one entry, for the empty set. Since all vertices are in bags below, we have $G_{\text {root }}=G$. By applying this to the equation above, we conclude that after traversing $D$ we have:

$$
\begin{aligned}
T_{\text {root }}[\emptyset]= & \text { number of edges remaining after solving } \\
& \text { CLUSTER DELETION on the graph } G .
\end{aligned}
$$

## Recurrence Formula.

In the following, we define the recurreces that assure that the equation stated above is satisfied for each table entry. The formula is different depending on the type of node.

## Leaf Node.

$$
T_{\text {leaf }}[\emptyset]=0
$$

In nice tree decompositions, the bags of leaf nodes are empty. In other words, we have $V_{\text {leaf }}=\emptyset$. Therefore, the table $T_{\text {leaf }}$ has only one entry, for the empty set. Since all vertices are in bags above, the graph $G_{\text {leaf }}$ has no vertices. On the empty graph, the optimal solution of Cluster Deletion does not have any edges. To implement this, for every leaf node we create a table with one entry and set it to zero:

## Introduce Node.

$$
T_{i}[S]= \begin{cases}T_{j}[S] & \text { if } v \notin S, \\ \max _{C \subseteq S: v \in C, C \text { is clique }} T_{j}[S \backslash C]+\binom{|C|}{2} & \text { if } v \in S .\end{cases}
$$

Claim: Let $i$ be an introduce node which introduces the vertex $v$ above node $j$. The recurrence formula above assures that for any possible subset $S \subseteq V_{i}$ the value $T_{i}[S]$ is equal to the number of edges remaining after solving Cluster Deletion on the graph $G_{i}-\left(V_{i} \backslash S\right)$.

Proof. We have $V_{i}=V_{j} \cup\{v\}$ and $G_{i}=G_{j} \cup\{v\}$. We know that the value $T_{j}[S]$ is equal to the number of edges remaining after solving Cluster Deletion on the graph $G_{j}-\left(V_{j} \backslash S\right)$. If $v \notin S$, the graph $G_{i}-\left(V_{i} \backslash S\right)$ is equal to the graph $G_{j}-\left(V_{j} \backslash S\right)$. Therefore, the values $T_{i}[S]$ and $T_{j}[S]$ are equal as well. If $v \in S$, the graph $G_{i}-\left(V_{i} \backslash S\right)$ includes $v$. Let $C \subseteq S$ be the vertices which make up the cluster of $v$. We can think of the graph $G_{i}-\left(V_{i} \backslash S\right)$ as consisting of $C$ and the rest-graph $G_{\text {rest }}=G_{i}-\left(V_{i} \backslash(S \backslash C)\right)$. By the equalities above, we have $G_{\text {rest }}=G_{j}-\left(V_{j} \backslash(S \backslash C)\right)$. We know that the number of edges remaining after solving Cluster Deletion on $G_{\text {rest }}$ is equal to the value $T_{j}[S \backslash C]$. Therefore, the value $T_{i}[S]$ is equal to the number of edges in $C$ plus the value $T_{j}[S \backslash C]$. Since we do not know which vertices, other than $v$, make
up $C$, we consider all possibilities where $C$ is a clique in $G$. The value $T_{i}[S]$ is equal to the highest number of edges which arises from any combination of a clique $C$ and the solution of Cluster Deletion on $G_{\text {rest }}$.

## Forget Node.

$$
T_{i}[S]=T_{j}[S \cup\{v\}]
$$

Claim: Let $i$ be a forget node which forgets the vertex $v$ from node $j$. The recurrence formula above assures that for any possible subset $S \subseteq V_{i}$ the value $T_{i}[S]$ is equal to the number of edges remaining after solving Cluster Deletion on the graph $G_{i}-\left(V_{i} \backslash S\right)$.

Proof. We have $V_{j}=V_{i} \cup\{v\}$ and $G_{j}=G_{i}$. We know that the value $T_{j}[S \cup\{v\}]$ is equal to the number of edges remaining after solving Cluster Deletion on the graph $G_{j}-\left(V_{j} \backslash(S \cup\{v\})\right)$. By using the equalities above we see that this graph is equal to the graph $G_{i}-\left(V_{i} \cup\{v\} \backslash(S \cup\{v\})\right)$, which is equal to the graph $G_{i}-\left(V_{i} \backslash S\right)$.

## Join Node.

$$
T_{i}[S]=\max _{\substack{S_{j}, S_{\ell} \subseteq S: \\ S_{j} \cap S_{\ell}=\emptyset \\ S_{j} \cup S_{\ell}=S}} T_{j}\left[S_{j}\right]+T_{\ell}\left[S_{\ell}\right]
$$

Claim: Let $i$ be a join node which combines the nodes $j$ and $\ell$. The recurrence formula above assures that for any possible subset $S \subseteq V_{i}$ the value $T_{i}[S]$ is equal to the number of edges remaining after solving Cluster Deletion on the graph $G_{i}-\left(V_{i} \backslash S\right)$.

Proof. We have $V_{i}=V_{j}=V_{\ell}$ and $G_{i}=G_{j} \cup G_{\ell}$. Let $S_{j}, S_{\ell} \subseteq S$ be two sets with $S_{j} \cap S_{\ell}=\emptyset$ and $S_{j} \cup S_{\ell}=S$. In other words, we split $S$ into two sets $S_{j}$ and $S_{\ell}$. We can think of a clustering of the graph $G_{i}-\left(V_{i} \backslash S\right)$ as consisting of two parts: a clustering of the graph $G_{j}-\left(V_{j} \backslash S_{j}\right)$ and a clustering of the graph $G_{\ell}-\left(V_{\ell} \backslash S_{\ell}\right)$. The number of edges remaining after solving Cluster Deletion on the graphs $G_{j}-\left(V_{j} \backslash S_{j}\right)$ and $G_{\ell}-\left(V_{\ell} \backslash S_{\ell}\right)$ are equal to the values $T_{j}\left[S_{j}\right]$ and $T_{\ell}\left[S_{\ell}\right]$, respectively. Other than that they are complementary with respect to $S$, we do not know the compositions of the sets $S_{j}$ and $S_{l}$. We therefore consider all possible splits. The number of edges remaining after solving Cluster Deletion on the graph $G_{i}-\left(V_{i} \backslash S\right)$
is the maximum value of $T_{j}\left[S_{j}\right]+T_{\ell}\left[S_{\ell}\right]$ over all possible splits of $S$ into the sets $S_{j}$ and $S_{\ell}$.

### 4.1.2 Termination

In the following, we briefly ensure that our algorithm terminates. The table of each leaf node is set to have exactly one entry: the empty set is mapped to zero. For every other node, the values of its table depend only on the tables of its child nodes. When traversing a tree in post-order, a partent node is not visited until all its child nodes have been visited. Our algorithm will therefore fill the table of each node, ultimately arriving at the root.

### 4.1.3 Running Time

In the following, we analyze the running time of our algorithm. We first calculate the running time of creating the table of a single node, depending on its type. The total running time of our algorithm then depends on the number of nodes in the tree decomposition.

Leaf Node. The table of a leaf node can be created in constant time.
Introduce Node. Let the introduce node $i$ introduce the vertex $v$ above node $j$. To optimize the running time we first create a lookup table with information about the existence of cliques on the graph induced by $V_{i}$. For every possible subset $C \subseteq V_{i}$ we store a boolean value which indicates whether $C$ is a clique. This lookup table allows us to check the existence of a clique in constant time. Creating it takes $2^{\left|V_{i}\right|} \cdot\left|V_{i}\right|^{2}$ time.

We then fill the table $T_{i}$ according to the recurrence formula. There are $2^{\left|V_{i}\right|}$ entries in the table $T_{i}$, one for each possible subset $S \subseteq V_{i}$. We make a case-distinction for whether $v$ is part of the set $S$ :
Case $v \notin S$ : To calculate the value $T_{i}[S]$ we query the table $T_{j}$ for a single value. This is possible in constant time. Since they make up exactly half of the table, calculating all entries with $v \notin S$ takes $2^{\left|V_{i}\right|-1}$ time in total.
Case $v \in S$ : To calculate the value $T_{i}[S]$ we consider all possible clusters which could be formed with $v$. To avoid lengthy forumlas, we use $S^{\prime}=S \backslash\{v\}$ and $V_{i}^{\prime}=V_{i} \backslash\{v\}$ as the vertex $v$ is part of all clusters considered. There are $2^{\left|S^{\prime}\right|}$ potential clusters to consider; one for each possible subset $C^{\prime} \subseteq S^{\prime}$. We
can express the total number of potential clusters considered to fill all entries with $v \in S$ by the following sum, where $\left|S^{\prime}\right|=x$ :

$$
\sum_{S^{\prime} \subseteq V_{i}^{\prime}} 2^{\left|S^{\prime}\right|}=\sum_{x=0}^{\left|V_{i}^{\prime}\right|}\binom{\left|V_{i}^{\prime}\right|}{x} \cdot 2^{x}=3^{\left|V_{i}^{\prime}\right|}=3^{\left|V_{i}\right|-1}
$$

We can rewrite the first sum by counting the potential clusters we need to consider depending on the size of the set $S^{\prime}$. For the case $v \in S$ there are $\binom{\left|V_{i}^{\prime}\right|}{x}$ table entries with $\left|S^{\prime}\right|=x$. The equivalence holds since for sets of the same size we need to check the same number of potential clusters. After application of the binomial theorem we see that we consider $3^{\left|V_{i}\right|-1}$ potential clusters in total. This is also intuitive, regarding the fact that for every vertex $u \in V_{i}^{\prime}$ there are exactly 3 options:

1. $u \in C \quad u$ is part of the cluster of $v$.
2. $u \in S \wedge u \notin C$
$u$ is part of the partial solution corresponding
to $T_{i}[S]$, but not part of the cluster of $v$.
3. $u \notin S \quad u$ is not part of the partial solution corresponding to $T_{i}[S]$.

For each potential cluster $C^{\prime}$ we check whether the clique exists in $G$. This is possible in constant time since we have previously created a lookup table. If $C^{\prime}$ is in fact a clique we query the table $T_{j}$ for a single value to calculate the number of edges in the combination. This is possible in constant time aswell. Thus, calculating all entries with $v \in S$ takes $3^{\left|V_{i}\right|-1}$ time in total.

In conclusion: Creating the lookup table and filling the table $T_{i}$ takes $2^{\left|V_{i}\right|} \cdot\left|V_{i}\right|^{2}+2^{\left|V_{i}\right|-1}+3^{\left|V_{i}\right|-1}$ time. Recall that the width $\omega$ of a nice tree decomposition is defined as the maximum number of vertices in a bag minus one: $\omega=\max _{\iota \in D}\left|V_{\iota}\right|-1$. It therefore takes $O\left(3^{\omega}\right)$ time to create and fill the table of an introduce node.

Forget Node. Let $i$ be a forget node with the child node $j$. The table $T_{i}$ has $2^{\left|V_{i}\right|}$ entries. For each of them, we query the table $T_{j}$ for a single value. This is possible in constant time. Therefore, filling the table of a forget node takes $2^{\left|V_{i}\right|}$ time in total. With the definition $\omega=\max _{\iota \in D}\left|V_{\iota}\right|-1$ we can bound this to $O\left(2^{\omega}\right)$.

Join Node. Let the join node $i$ combine the nodes $j$ and $\ell$. There are $2^{\left|V_{i}\right|}$ entries in the table $T_{i}$, one for each possible subset $S \subseteq V_{i}$. To calculate the value $T_{i}[S]$ we consider $2^{|S|}$ possible ways of splitting $S$ into $S_{j}$ and $S_{\ell}$. We can express the total number of splits considered to fill all entries by the following sum, where $|S|=x$.

$$
\sum_{S \subseteq V_{i}} 2^{|S|}=\sum_{x=0}^{\left|V_{i}\right|}\binom{\left|V_{i}\right|}{x} \cdot 2^{x}=3^{\left|V_{i}\right|}
$$

We can rewrite the first sum by counting the splits considered depending on the size of the set $S$. There are $\binom{\left|V_{i}\right|}{x}$ table entries with $|S|=x$. The equivalence holds since for sets of the same size we have to consider the same number of splits. After application of the binomial theorem we see that, to fill all entries, we have to consider $3^{\left|V_{i}\right|}$ splits in total. This is again intuitive, regarding the fact that for every vertex $u \in V_{i}$ there are exactly 3 options:

1. $u \in S_{j} u$ is used in the node $j$.
2. $u \in S_{\ell} u$ is used in the node $\ell$.
3. $u \notin S \quad u$ is not part of the partial solution corresponding to $T_{i}[S]$.

For each split we query the tables $T_{j}$ and $T_{\ell}$ for one value each and add them. This is possible in constant time. Therefore, filling the table of a join node takes $3^{\left|V_{i}\right|}$ time. With the definition $\omega=\max _{\iota \in D}\left|V_{\iota}\right|-1$ we can bound this to $O\left(3^{\omega}\right)$.

Total running time A nice tree decomposition, when obtained in the way described in Section 2.3, has at most $O(\omega \cdot n)$ nodes in total. With the exception of forget nodes, there are no evident constrains of how often the different types of nodes can occur.

When traversing $D$ in post-order we visit each node exactly once. Upon visiting a node $i$ we create and fill the table $T_{i}$ according to the recurrence formula. The running times of that are analyzed above and depicted in Table 3. We conclude that our algorithm takes $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time in total.

| Type of Node | Count | Time |
| :--- | :---: | :---: |
| Leaf Node | $O(\omega \cdot n)$ | $O(1)$ |
| Introduce Node | $O(\omega \cdot n)$ | $O\left(3^{\omega}\right)$ |
| Forget Node | $n$ | $O\left(2^{\omega}\right)$ |
| Join Node | $O(\omega \cdot n)$ | $O\left(3^{\omega}\right)$ |

Table 2: Count \& Running Time for different types of nodes.

### 4.1.4 Space Complexity

In the following, we analyze the space requirements of our algorithm. This essentially consists of bounding the size of the tables created. The table of any node $i$ has $2^{\left|V_{i}\right|}$ entries. An entry consists of a subset $S \subseteq V_{i}$, which takes $\left|V_{i}\right|$ bits to specify, and an integer for the number of edges in the corresponding partial solution, which takes at most $\log _{2}|E|$ bits to store. The table of a node therefore takes up $2^{\left|V_{i}\right|} \cdot\left(\left|V_{i}\right|+\log _{2}|E|\right)$ bits of space. Again, we assume that any given nice tree decomposition has at most $O(\omega \cdot n)$ nodes. By multiplication we discover that our algorithm has a space complexity of $O\left(2^{\omega} \cdot\left(\omega+\log _{2} m\right) \cdot \omega \cdot n\right)$.

Note that in a practical application we do not store the tables all at once. The table of a node is only queried when creating the table of its parent node. After that, we can discard it. While useful in practice, it is not evident whether this leads to an asymptotically better space complexity. Of course this only applies as long as we are interested in the solution of Cluster Deletion as the number of edges and not in a specific composition of the clusters.

## Conclusion

To prove Lemma 2, we have presented an algorithm that solves Cluster Deletion in $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time when provided with a nice tree decomposition of width $\omega$. As discussed in the beginning of this section, creating such a nice tree decomposition is possible in $2^{O(\omega)} \cdot n$ time. The existence of our algorithm therefore also proves Theorem 1.

### 4.2 Direct Implications

With the algorithm presented in the previous section, it is now possible to make statements about the running time of Cluster Deletion on graph classes with bounded treewidth.

Corollary 2 Cluster Deletion can be solved in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time on planar graphs.

Proof. The treewidth $\omega$ of planar graphs is known to be $O(\sqrt{n})$. The most recent bound states that for any planar graph we have $\omega<3.182 \sqrt{n}$ [34]. If we combine this result with Theorem 3 we see that our algorithm solves Cluster Deletion on planar graphs in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time.

Corollary 3 Cluster Deletion can be solved in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time on unit disk graphs with maximum degree bounded by a constant.

Proof. Let $G$ be a unit disk graph with maximum degree $\Delta$. The treewidth $\omega$ of $G$ can be bounded as $\omega \in O\left(\Delta^{3} \sqrt{n}\right)$ [33]. If we assume that the maximum degree $\Delta$ is constant, by Theorem 3, we can solve Cluster Deletion on $G$ in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time.

We observe that the running times stated by Corollary 2 and Corollary 3 both match the running time lower bound implied by Theorem 2 up to a polynomial factor. The algorithm presented in Section 4.1 is therefore the best we can hope for when it comes to solving Cluster Deletion efficiently on both planar graphs and unit disk graphs of constant maximum degree.

### 4.3 Adaptions for related problems

In this section we discuss how to adapt our algorithm for Cluster Deletion to solve related problems instead. To solve the problems of Minimum Clique Partition or Maximum $\mu$-Clique Packing only minor changes to the recurrence formula are required. Note that we provide these adaptations for demonstrational purposes only, as the running time of $O\left(3^{\omega} \cdot \omega \cdot n\right)$ is not optimal for these problems. In fact, there are dynamic algorithms for both problems that achieve a running time of $O\left(2^{\omega} \cdot \operatorname{poly}(\omega) \cdot n\right)$ provided a tree decomposition of width $\omega$ is given [68].

### 4.3.1 Clique Partition

The Minimum Clique Partition problem seeks to partition the vertex set of a graph into a minimum number of disjoint cliques.

Corollary 4 Minimum Clique Partition can be solved in $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time provided a nice tree decomposition of width $\omega$ is given.

Proof. We show that the algorithm presented in Section 4.1.1 to solve Cluster Deletion can be adapted to solve Minimum Clique Partition instead. For any node $i$ the values of the table $T_{i}$ are calculated so that for each subset $S \subseteq V_{i}$ they satisfy the following equality:

$$
\begin{aligned}
T_{i}[S]= & \text { minimum number of vertex-disjoint cliques } \\
& \text { required to partition the graph } G_{i}-\left(V_{i} \backslash S\right) .
\end{aligned}
$$

To implement this, we redefine the recurrence formula for the introduce node and the join node in the following way. For the leaf node and the forget node the recurrence formula is defined in the same way it was in Section 4.1.1.
(Introduce Node:)

$$
T_{i}[S]= \begin{cases}T_{j}[S] & \text { if } v \notin S \\ \min _{C \subseteq S: v \in C, C \text { is clique }} T_{j}[S \backslash C]+1 & \text { if } v \in S\end{cases}
$$

(Join Node:)

$$
T_{i}[S]=\min _{\substack{S_{j}, S_{S} \subseteq S: \\ S_{j}, S_{\ell}=\emptyset \\ S_{j} \cup S_{\ell}=S}} T_{j}\left[S_{j}\right]+T_{\ell}\left[S_{\ell}\right]
$$

Instead of maximizing the number of edges within the cliques we minimize the number of cliques it takes to partition the vertex set of the graph. For an introduce node we still consider all possible cliques $C \subseteq S$ which include $v$. Instead of calculating the combination of $C$ and the rest graph $G_{r e s t}$ that has the most edges, we calculate the combination with the fewest cliques. For a join node we consider all possible splits and calculate the minimum number of cliques required to partition both corresponding graphs. For both types of nodes the recurrence formula can be proven with the same arguments as given in Section 4.1.1. Additionally, the running time of the adapted algorithm is clearly equivalent to that stated in Section 4.1.3.

### 4.3.2 Clique Packing

For an integer $\mu$ the Maximum $\mu$-Clique Packing problem asks for a maximum number of disjoint $\mu$-cliques, that is, disjoint cliques of size $\mu$.

Corollary 5 Maximum $\mu$-Clique Packing for $\mu \geq 3$ can be solved in $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time provided a nice tree decomposition of width $\omega$ is given.

Proof. We show that the algorithm presented in Section 4.1.1 to solve Cluster Deletion can be adapted to solve Maximum $\mu$-Clique Packing instead. For any node $i$ the values of the table $T_{i}$ are calculated so that for each subset $S \subseteq V_{i}$ they satisfy the following equality:

$$
\begin{aligned}
T_{i}[S]= & \text { maximum number of vertex-disjoint } \\
& \mu \text {-cliques in the graph } G_{i}-\left(V_{i} \backslash S\right) .
\end{aligned}
$$

To implement this, we redefine the recurrence formula of the introduce node in the following way. For the other three types of nodes the recurrence formula is defined in the same way it was in Section 4.1.1.
(Introduce Node:)

$$
T_{i}[S]= \begin{cases}T_{j}[S] & \text { if } v \notin S \\ \max _{C \subseteq S: v \in C, C \text { is clique, }|C| \in\{1, \mu\}} T_{j}[S \backslash C]+\left\lfloor\frac{|C|}{\mu}\right\rfloor & \text { if } v \in S\end{cases}
$$

Instead of maximizing the number of edges within the cliques we maximize the number of cliques of size $\mu$. For an introduce node we consider all possible cliques $C \subseteq S$ that include $v$ and have size $\mu$. We additionally allow the clique $C=\{v\}$ to take into account the case where the vertex $v$ does not end up in a $\mu$ clique. The recurrence formula can be proven with the same arguments as given in Section 4.1.1. The running time of the adapted algorithm is clearly not bigger than that stated in Section 4.1.3.

As Maximum $\mu$-Clique Packing is a generalization of several other clique packing problems we also obtain running time statements for the special cases of it.

Corollary 6 Partition into $\mu$-Cliques for $\mu \geq 3$ and Partition into Triangles can be solved in $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time provided a nice tree decomposition of width $\omega$ is given.

Proof: The running times follow directly from Corollary 5. For a graph $G=(V, E)$ there exists a Partition into $\mu$-Cliques if and only if the solution of Maximum $\mu$-Clique Packing is is equal to $\frac{|V|}{\mu}$. Furthermore, Partition into Triangles is the special case where $\mu=3$.

## Cluster Editing

The problem of Cluster Editing asks for a minimum number of edge modifications, that is, additions and deletions, to turn a graph into a cluster graph. Naturally, we could approach it in the same way that we approached the other problems. However, when trying to modify the algorithm to solve Cluster Editing instead, we run into a problem. Since Cluster Editing also allows adding edges to turn the graph into a cluster graph, not every potential cluster is already a clique. As a simple example, consider a diamond graph, which has four vertices that induce five edges. It can be turned into a cluster graph by adding a single edge. An optimal tree decomposition of a diamond graph would, however, only contain two bags of size three. We see that not every potential cluster can be found in a single bag. Simple changes to the recurrence formula, which are sufficient to solve other problems, do not seem enough. The running time of Cluster Editing on graphs of bounded treewidth therefore remains an open question.

## Conclusion

We see that only small changes to the recurrence formula of our algorithm for Cluster Deletion are sufficient to solve several other graph clustering problems instead. This highlights the versatility of dynamic programming approaches, as well as the similarity of graph clustering problems that appear to be quite different at first glance.

## 5 Conclusion

In this chapter, we provide a summary of our results and point out open questions that offer potential for future research endeavors.

### 5.1 Summary

In Chapter 3, we studied the complexity of Cluster Deletion and Cluster Editing on unit disk graphs. We presented a polynomial-time reduction of 3-Sat to Cluster Deletion on unit disk graphs. We observed that the constructed graph is planar, has a maximum degree of 4 and, most importantly, that it is diamond-free. The last observation led us to the conclusion that our reduction is also a reduction to Cluster Editing. Therefore, we have proven that both Cluster Deletion and Cluster Editing remain NP-hard even on planar unit disk graphs with maximum degree 4. To the best of our knowledge this is the first proof of NP-hardness for Cluster Editing on graphs of maximum degree 4. Accompanying this result, we have shown that both Cluster Deletion and Cluster Editing cannot be solved in $2^{o(\sqrt{n+m})}$ time on planar unit disk graphs with maximum degree 4, unless the exponential time hypothesis (ETH) fails.

In Chapter 4, we studied the parameterized complexity of Cluster Deletion for the parameter treewidth $\omega$. We presented a dynamic algorithm that solves Cluster Deletion by traversing a nice tree decomposition. A running time analysis showed that, provided a nice tree decomposition of width $\omega$ is given, Cluster Deletion can be solved in $O\left(3^{\omega} \cdot \omega \cdot n\right)$ time. This answers the question of whether such an algorithm admits a single exponential running time, recently mentioned by Italiano et al. [46]. We then considered the direct implications of our result on the complexity of Cluster Deletion on graph classes of bounded treewidth. We concluded that Cluster Deletion can be solved in $2^{O(\sqrt{n})} \cdot n^{1.5}$ time on planar graphs as well as on unit disk graphs with constant maximum degree. This running time matches the lower bound we had stated in Chapter 3 up to a polynomial factor. For demonstrational purposes, we showed how our algorithm can be adapted to solve related graph clustering problems such as Minimum Clique Partition or Maximum $\mu$-Clique Packing.

### 5.2 Future Work

In this work, we have provided a subexponential algorithm and a matching running time lower bound. However, when taking a closer look at the results, we see that there is still room for improvement.

Firstly, as stated by Theorem 2, our running time lower bound applies to unit disk graphs which are both planar and have maximum degree 4 . On the unrestricted class of unit disk graphs, a stronger running time lower bound for Cluster Editing and Cluster Deletion might be possible. The restrictions in Theorem 2 stem from the properties of the graph created in our reduction. To result in a running time lower bound stronger than $2^{o(\sqrt{n+m})}$, a reduction to Cluster Deletion, would have to construct a non-planar unit disk graph without constant maximum degree. This is evident when considering the results of Chapter 4, more specifically Corollary 2 and Corollary 3. Secondly, a subexponential algorithm for Cluster Deletion on unit disk graphs might be possible. As discussed in Section 1.1, there are many problems with subexponential algorithms on unit disk graphs. Of particular interest for this undertaking might be the two recently presented frameworks mentioned $[28,58]$.

Another possible line of work is a parameterization of clustering problems on unit disk graphs by domain area. The domain area of a unit disk graph refers to the size of the square region its points occupy in the two-dimensional plane. Both Hamilton Cycle and 3-Coloring are FPT for the domain area of a unit disk graph [47]. Although this parameter is native to unit disk graphs and geometric intersection graphs in general, it seems to have been largely unexplored. For Cluster Editing and Cluster Deletion the domain area of a given unit disk graph might be related to the number of clusters in the resulting cluster graph. This might be helpful since, if we require the resulting cluster graph to have exactly $p$ clusters, Cluster Editing can be solved in $O\left(2^{O(\sqrt{p k})}+n+m\right)$ time [31].

One of the most famous clustering algorithms is called k-means. In the field of unsupervised machine learning, it is mostly known for its heuristical application, as finding an optimal k-means clustering is NP-hard even in the two-dimensional plane [60]. One idea to cope with the complexity of Cluster Deletion on unit disk graphs is by using an approximation. In the general case, Cluster Deletion is NP-hard to approximate to within some constant factor [64]. A straightforward 2-approximation of Cluster Deletion can be achieved by recursively finding, isolating and removing
the biggest clique until the graph is empty [29]. In the general case, this procedure is not possible in polynomial time, as finding the biggest clique is known to be NP-hard. However, finding the biggest clique in a unit disk graph is possible in $O\left(n^{3.5} \cdot \log (n)\right)$ time [16, 63]. It is therefore possible in $O\left(n^{4.5} \cdot \log (n)\right)$ time to compute a 2 -approximation for Cluster Deletion on unit disk graphs. The natural question is that of whether a better or faster approximation is possible. A recently published framework for the design of efficient polynomial time approximation schemes (EPTAS) on disk graphs might be of particular interest in this undertaking [59].

Lastly, it appears that no FPT-algorithm for Cluster Editing parameterized by treewidth has been presented yet. In Section 4.3 we briefly pointed out the challenge such an algorithm, if it exists, would need to overcome. If such an algorithm were to admit a single exponential running time, it would result in ETH-tight algorithms for Cluster Editing on planar graphs as well as unit disk graphs of constant maximum degree.
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